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Abstract

Ontologies are used to semantically enrich content in comt&nagement systems. Ontologies cover a wide range opliliss
enabling machines to understand meanings and reasonenatifficontexts. We use ontologies for semantic annotatitactlitate
understandability of the content by humans and machinescall®©CMS and ontologies evolve due to changes in the coneept
alization, representation or specification of the domaioviedge. These changes are often substantial and frequesiatively
complex systems such as DBp&Iiamplementing the changes and adapting the OCMS accoxdieguires a considerable ef-
fort. This is due to complex impacts of the changes on thelogies, the content and dependent applications. We apipithac
problem of evolution by proposing a framework which cleadpresents the dependencies of the components of an OCMS. We
propose a layered OCMS framework which contains an ontolaggr, content layer and annotation layer. Further, wegniea
novel approach for analysing impacts of atomic and compasiange operations. The approach uses impact cancelliatipact
balancing and impact transformation as a mechanism to saaypacts of composite change operations. We propose al mode
which estimates the cost of evolving an OCMS using four Getelhe model ranks available evolution strategies andtifies the

best strategy. The approach allows the ontology engineex-emte evaluate the impacts and select an optimal strdiagyg the
ontology evolution.
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1. Introduction neers. During the evolution of an ontology, a change of one

) ) . ) entity may cause many unseen and undesired changes and im-
Ontologies are used to semantically enrich content in ente pacts on dependent entities [5] [6]. Identifying the changyed

management systems. They are used to exchange semantifgermining the impacts is a complex and time consuming ac-
between humans, computers and other emerging devices [#ity which often causes inconsistencies in the ontol Gy,

In Ontology-based Content Management Systems (OCMS), Ofit s not done correctly. Changes in the content also cause
tologies facilitate @ common understanding, specificai®p-  change in the annotation. These changes further cause other
resentation and interpretation of a shared knowledge [8#twe nseen and undesired impacts on the instances. Thus, before
humans and mach!ndg [2]. This is achieved by embedding Sgarmanent implementation of a change request, itis vibte
mantics by annotating the target content using ontolodie&  q,ct change impact analysis to understand the impacts and th
allows both humans and computer systems to gain & COmMQpacted entitied [9]. Ontology engineers benefit from thal-a

understanding about the target content. _ ysis in that it enables them to conduct what if analysis keefor
In OCMS the content, the ontology and the annotation evolve) o .manent implementation of changes. It supports maintena

frequently and dynamically. When new things are discoveredys oniologies and optimizes evolution of an OCMS. The analy-
existing ones are deleted or modlfled,.the respective conteRis nrovides detailed and summarized impacts of changes-in r
needs to be updated. Whenever there is a change in a domalgyely jarge and complex OCMSs which consume much time
its conceptualization or specification, related ontolsgieed to 54 effort otherwise. In large ontology-based applicatisuch
evolve [3] [4]. When the meaning of the content changes, the,s DBpedi8 which contains more than 359 classes, 1,775 prop-

annotation needs to evolve to respond to the change. erties and 2,350,000 instances, the impact analysis wit laa
~ However, applying the changes and evolving the OCMS andjgnificant contribution for identifying impacts and forrapar-
its dependent systems is a challenging task for ontology €NGng and selecting optimal strategies.

Moreover, a given change request can be realized using-diffe
“Corresponding Author ent evolution strategieE| [5]. The evolution strategietediboth
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ment the requested change. The selection of the best strated. Related Work

requires an in-depth analysis of the nature of impacts,ttite-s

ments affected, the entities added or removed and the nushber In recent years, several researchers addressed the problem

change operations. However, comparing and selecting tte bechanges in ontologies and ontology-based applications.

strategy with an optimal solution is difficult, error proneda A six-phase evolution framework is widely used to evolve

time consuming. Therefore, evolving and maintaining therev ontologies ] ] ]. The framework [17] focuses on

all integrity of an OCMS is a complex process. The evolutionchange detection, change representation, semantics ngeha

process involves the following core tasks. change propagation, change validation and change impkamen
tion. The semantics of change phase deals with derived ehang

« The representation of change requests using one or mofPerations to consistently evolve the ontology. This pffase
available change realization options (evolution stratsgi  CUS€S on the effects of the changes on dependent entities. Ou
work provides detailed analysis of the change operations an
Bresent how and why the changes affect the entities.

Validity of data instances against ontology evolution ig-su
gested by{__[l8]. The work discusses evolution of OWL ontologies
o . . with the aim of guaranteeing validity of data instances. The
e The estimation of the cost of evolution using selected cri- S . .

teria. vyorlg distinguishes stru_cturgl and semantic changes ann:!Hde

fies instances that are invalidated by any of these chandes. T

work specifically focuses omiBox statements. Our approach

¢ tT_he c;)trrr\]parlstpn Olf atvallabletﬁvtolutlon strat§g|es and s(tale%xtends this work to analyse the structural and semantiadtsp
ion of the optimal strategy that ensures minimum cost ofy .. - i fom the changes.

evolution. The authorsﬂ?]@OﬂEl] have proposed a formal approach
for RDF/s ontology evolution. The work aims at providing
While operational aspects of ontology evolution have beemyn algorithm to determine the effects and side effects of a re
substantial in the pasit|[5] [10] [11], this paper presentsweh quested elementary or complex change operations. It fecuse
approach to impact analysis that assist transparent,stensi  on change requests and tries to resolve the evolution proinje
and optimized evolution of an OCMS. To this end, we presengnalysing the requested updates in relation to the validigs
a bottom-up change impact analysis process. Following thiresented by the authors. The authors in [7] incorporaté-min
we propose a model that analyses and selects an optimal iffral change criterion to ensure minimum number of changes to
plementation strategy. The change impact analysis approagyolve ontologies. The work in belief change principle foesi
uses novel techniques such as individual change impagtsisal on structural changes and excludes semantic changes which a
and composite change impact analysis which employs impagfucial in ontology evolution. Furthermore, the authorgegi
cancellation, impact balancing and impact transformaéi®@  emphasis to the validity model and exclude other evolutimn f
mechanism to analyse impacts of composite change opesatioors such as the user preferences, impacts and sensitittg o
We extend existing research by incorporating impacts afigea  ontology toABox or 7 Box statements
operations, analysing the severity of impacts, definingeda Authors in [22] developed PromptDiff to compare different
for estimating the cost of evolving an OCMS and proposing ersions of an ontology. It compares two versions of an on-
model for selection of optimal implementation strategy.eTh tg|ogy and analyse the differences in terms of additions and
contribution of this paper includes the following. deletions. At the end of the evolution process, ontologyoesli
o ) o use PromptDiff to review changes and approve or reject those
e realization of change requests using existing and cushanges. Currently, PromptDiff does not support OWL2 ontolo
tomized evolution strategies (Sectonl4.11d 4.2). gies. However, [43] [24] developed a successor of PromptDif
that use the heuristics used in PromptDiff to support OWL2
e analysis of impacts of atomic and composite change opepntologies. The authors [24] have suggested a system tirat ma
ations. The approach provides useful information beyondiges changes using version control systems. The authors pro
what is added or deleted. The proposed method ensurgfse a system which addresses the existing problems of ontol
the evolution of an OCMS in a consistent, accurate anthgy version control systems. This includes addressing-prob
transparent manner (Sectionl5.11d5.3). lems in concurrent editing, complete change tracking adstl
ity, and performance. They focus on add, delete and rename
¢ quantitative estimation of the impacts of the change operasperations and perform analysis using Diffs between twolent
tions, and the cost of evolution (Sectionl6.Lt96.5). ogy versions. The authors in_[25] have presented a pluggable
difference engine which aligns ontology entities befoneduect-
e selection of an optimal implementation that ensures miniing comparison. The difference engine highlights addgjoe-
mum cost of evolution (Sectidn .6[d 7). movals and renamings of entities. This approach requires tw
versions to compare changes. It does not consider the change
This paper is the extension of previous publications oroperations that are the sources of the change. The work view
change impact analysiﬂlﬂlmlﬁﬁ] ar@[lG]. changes with the differences between two versions and does

e The characterization and analysis of impacts, impact type
and the impacted entities.



not deal with the change operations that causes the ditfesen
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and their impacts either individually or as a composite gfgan 0 ot | & Ol e | [0 |[F VST Tl o e
It further requires the original ontology and the evolvedobn Ontology OBook o | | 1 Okt | vt ||| S
ogy after the changes are implemented. However, support for | tayer oo || | e |1 e | |[| Eoe vang
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Figure 1: Layered architecture of OCMS

detect conflicting changes using structural and semarfferdi Layer
ences. Conflicting changes or unintended entailments are pr
sented to the user with zero or more resolution plans. The au-
thors in @3] have proposed a web-based tool, CODEX (COm-
plex Ontology Diff EXplorer). The tool computes ontology-di
ferences and presents the number of changes, Diff size®iand t

growth rates of changes. It allows exploration of elememas t

have been influenced by the changes. Codex uses Diffs to an8Pth humans and machines by integrating semantics about the
yse impacts of change operations. This work is closelyadlat CONtent using ontologies. An OCMS is composed of three dif-

to our work; however we view impacts as results of individualferent layers. The first layer is the ontology layer (repnése
change operations implemented in the original ontology tha YSINg OWL2), the second is the annotation layer (represented

the difference between two ontology versions. Change itspac USing RDF triples) and the third one is the content layer ¢set
are attributed to the atomic and composite changes thatrare j documents). The layered architecture is presented in[{Jyig.
plemented on the original ontology and an ex-ante evalnatio Ontology Layer. This layer provides the specification of a
impact analysis and selection of strategies based on tigsisa shar_ed conceptualization of a domain. Thig means ontcﬂogie
of impacts is suggested. prowde a common grou.nd for un<_jerstand|ng,_ conceptualiza-

Optimization of ontology evolution and optimal selectidn o tion, representation and interpretation of domain corgepi-
evolution strategies is given a little attention in theetat-the-  formly across different systems, languages and formatgy Th
art literature. The authors iﬂzg] conduct a study on user dgprovide a representation of knowledge that allows machimes
fined ontology changes and propose an optimization strategy "€ason about known facts and generate new knowledge from
reduce the time of execution of changes. Their methodology f them.
cuses on eliminating redundant atomic change operatioss. U Content Layer. Content, in this paper, refers to any digital
ing redundancy elimination, their methodology optimizke t information that is in a textual format that includes struetl
change implementation in terms of time. This research egplo O semi-structured documents, web pages, executablentpnte
anew area in evolution of ontology-based content managemegoftware help files etc.L[6][12]. An OCMS essentially deals
by covering optimal strategy selection using quantitasimaly- ~ With content in the form of books, web pages, blogs, news-
sis of parameters. papers, software products, documentations, help filesrigp

In this paper, we extend the evolution strategies suggésted Publications, etc.[6].
[5] to generate change operations to implement the reqiieste Annotation Layer. Annotation is a process of linking con-
changes. We exploited structural and semantic changes sugnt with ontology entities to provide better semanticshte t
gested in|IB] to identify structural and semantic impacthe T content. The aim of semantic annotation is to explicitlynide
bottom-up change impact analysis approach from the perspedfy concepts and relationships between concepts in theeodn
tive of the change operations and an optimal implementatiof30]. In any application that makes use of ontologies, thgeta
which focuses on criteria such as severity of impacts, state ~ content which needs to be semantically enriched is requred
types, operation types and number of change operationkare thave an explicit link, at least to one or more elements in the
novel contributions of this work. This work mainly focuses o ontology.
the impacts of change operations on asserted axioms ofoentol
gies and annotations. Ou_r next s_tage will bg incqrporaﬁmg t 31 Running Example
impacts of change operations on inferred axioms in the OCMS.

In this section, we present a Software Help Management Sys-
3. OCMS Principles tem (SWHMS) case stgdy as a running examp!e to illustrate
the process and to validate the proposed solution later. The
OCMS are systems that use ontologies to semantically enricBWHMS is designed to support users of an enterprise software
content. OCMS are used to facilitate accessibility of conter ~ product to efficiently exploit the help files that are distitiéd



with the software or available online. The target softwaxedp  the content and the concepts in the ontologies. This malkés it
uct provides integrated content archiving that enablessuse great interest to investigate impacts of concept changesnan
store, manage and discover organizational informatione Thstance changes because the changes made in the content of the
case study focuses on enhancing the overall help managemedrdlp files will have an impact on the ontology and vice versa.
system using various domain ontologies by semanticallypann
tating the help files and the software product. The help file$.2. Graph-based Representation of OCMS
describe the components, purpose of the software and the tas We use a graph-based formalism to represent the OCMS. We
procedures, steps, etc., required to use the software @armlto choose graph-based formalization for the following basi-r
bleshoot problems. The help files are prepared by domain esens. First, graphs provide exhaustive theory support end r
perts in software and digital archiving. duce the problem to a well-studied topics in graph thelorl].[34

In this case study, the help files are extracted from differenGraphs have some proven efficiency for searching subgraphs,
version of the software. The help files are either semi-atred  nodes and edgeﬂ%]. Second, graphs provide an appropri-
or structured files in HTML and XML formats respectively. The ate data structure to model ontologies represented as RDF an
files are organized in different folders using a concepttrats  OWL [@] [@]. Finally, graphs visualize complex data in a
ture of the software. For each version concept maps which deimple and understandable way.
scribe the relationship between concepts discussed inefpe h  An OCMS is represented as a gragh= G, U G, U Cont
files are available. For this study, we gained access to twwhereG, is the ontology graphG, is the annotation graph and
versions of the software help files. The first version comstain Contis the content set. An example of a graph representation
162 HTML files organized into 4 folders which represent theof an OCMS is given in Figurg 3.
four components of the software. The second version con-
tains 839 XML files organized in 17 folders. These folders are
used to categorize the help files based on the available a@ftw e
components. We built four primary ontologies for suppatin v
SWHMS. A high-level description of these ontologies andrthei T
dependencies are depicted in Figlre 2.
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The first ontology is the DocBook ontology which describes
the overall structure of the help fiI31]. The DocBook ¢nto
ogy is constructed by extracting the structural entitiesfithe Figure 3: Graph-based representation of OCMSs
available DocBook files [32] [33]. The second ontology is the _ _
help ontology. The help ontology is designed to guide the sof AN Ontology Graph is represented by a directed labelled
ware ontology by providing semantics about the help files an@@Ph Go = (No, Eo) where N, is a set of labelled nodes
their content. The help ontology guides the software ogplo Mot Moz: - Mol Which represent classes, data properties, ob-
in a way that explains usability of the topics, proceduresps, JE€Ct properties and |nstancd£|[38]l;o is a set of labelled
etc. by the software ontology. The software ontology is used ©d9€S€o1, €02, ..., €m An edgee, is written as (1, @, ny)
describe the different behaviours and components of aatdnd Whereni,nz € N, and the labels of an edge represented by

software. It provides semantics about software relatedeus. @ € CAU DPAU OPAUIAURA The representation follows

The fourth is a domain ontology which specifically focuses ont"® OWL2 specificatidh . ,
In general, we treat properties as nodes and property in-

the domain area of the software at hand. The domain ontology . ;
is also known as the application ontology. In our case studyt@nces as edges. When we define properties as part of an on-

the domain of the software is digital archiving which inchsd tology, we r_epresent them as nodes and when we use proper_ties
backup, searching, sharing, etc. for annota.t|on, we represent them as edges pf the annotation
The rationale behind selecting this case study is that it co\d"@Ph- This means, we represent the properties as a node and
ers a wide range of topics from help to software systems ddink them with other class or property nodes in the ontology
mains. In this software product, the help files are directly a 9raPh. We represent property instances as edges that lok tw
sociated to the various domains. Help files are organizegyusi 'NStances in the annotation graph.
document structures, software concepts such as GUI element A Content Set can be viewed as a set of content documents.
commands, hardware and software requirements, etc. Mor&Ont = {di,dz,....dn} where: d; represents a structured or
over, since concepts and instances are distributed thooatigh
the help files, they create a strong link between the instaimce 3http:/Avww.w3.0rg/TR/owl2-quick-reference/
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CA= {subClassOf, disjointClasses, equivalentClajses 4. Change Request Capturing and Representation
DPA=  {subDataPropertyOf, dataPropertyRange, dataProperty Biom

disjointDataProperties, equivalentDataProperties, dtionalDat- The objective of this phase is to represent detected changes
aProperty}

OPA=  {subObjectPropertyOf, objectPropertyRange, objectPryppo- ~ USING suitable change operations that ensure the effiaient i
main, disjointObjectProperties, inverseObjectPropesti equiv-  plementation of the required change. The execution depends
alentObjectProperties, symmerticObjectProperties,cfiomalOb- g1 how the change is represented and relies on two factors.

jectProperty, inverseFunctionalObjectProperties, s#iveObject- . . . .
Property, reflexiveObjectProperty, irreflexiveObjectpeety} The first factor is the selection of the appropriate change op

1A= {sameindividual, differentindividuals, classAsserti@gtaProp-  €rator [5] [39]. A requested change is implemented either by
ertyAssertion, objectPropertyAssertipn an atomic change operation which does a unit task or a com-

RA=  {allvaluesFrom, someValuesFrom, minimumcardinality, imaxn-  hosjte change operation composed of two or more atomic or
cardinality, exactCardinality . .
composite changes. The second factor is the order of execu-

semi-structured document or elements of a document. In thiéon of the operations focusing on efficient ordering of aitom
content layer, such content is represented as a node. The cehange operations into composite and higher-level graityla
tent is represented as a set of documents either in a flatrfile, o to minimize impacts@O]@l]. Change representation ukes t
a database. We represent the set of documents using their URIutputs of the evolution strategies and the dependency-anal

An Annotation Graph is represented by a directed labelled sis. To fully implement a requested change we may generate
graph Gy = (N, Es) where N, is a set of labelled nodes complementary change operations. The requested change ope
Na1, Na2, . . ., Ng @NdE, is a set of labelled edges:, €., ..., eam.  ation and the generated change operations make the complete
An annotation edge, is written as (a1, @a, Na2) Whereny € change operation. Complementary changes are generatgd usi
Contis a subjectn,, € Contu Go is an object andr, € Go  dependencies and evolution strategies. Dependency &nalys
is a predicate. The edges are referred as triples. We represaliscussed in Sectidn 4.1 and evolution strategies are stiscu
documents as nodes in the OCMS graph. in Sectior 4.P.

Attributes of the Graph. The type of a node is given by
type(n) that maps the node to its type which is defined in the4.1. Dependency Analysis for Change Representation
schema (class, instance, data property, object propeftyy Before we present the details of change impact analysis, we
label of any edgee = (0, @, ), whichisa , is a string given by discuss dependencies that are crucial inputs for the change
a functionlabel(e). The label of a nodenis the URI associated pact analysis proces®ependencyis defined as a reliance of
with the node and is given by a functitabel(n). All the edges  one node on another node to get its structural and semantic
of a noden are given by a functioedgegn). It returns all the  meanings. Given a gragh = (N, E) and two node®;, N, € N,
edges asr{ , m) wheren is the target node anaiis any node  N; is dependent ol, represented bpep(N;, Ny), if A E; € E

linked tonvia a. whereE; = (Ny, @, N»). Ny is the dependent entity amd} is the
_ antecedent entity. Understanding how the entities in th&SC
3.3. The Change Impact Analysis Framework depend on each other is a crucial step for analysing how the

The overall change impact analysis framework containgthrechange of one entity affects the otheri[42]. Characteomati
major phases. The first phase receives change requestspand representation and analysis of dependencies within anci@mo
resents them using change operations. This phase uses evdhe ontology, the annotation and the content layers are rmpo
tion strategies and dependency analysis to generate @uiliti tant. All the dependencies that exist in the graph may natrbe i
change operations to complete the requested change. The spertant for dependency analysis. Thus, we identify the depe
ond phase takes the represented changes and analyses thedemncies that are useful for implementing changes and @nglys
pacts of the change operations. This phase merges integritieir impacts.
analysis and change impact analysis together for efficiemt p
cessing. Finally, we have the change implementation phasél.1. General Properties of Dependency
which allows the user to implement the changes based on the A dependency can be direct or indirect. A dependency is
results of the impact analysis. Figlrke 4 outlines the phases said to be indirect, if there exist transitive or intermeelide-
the change impact analysis framework and their interastion pendencies that link two nodes. Given a gr&k (N, E) and
nodesN;, N2, N3 € N, Nj is indirectly dependent on Nj repre-
sented amndDeNy, N3), if AN,. Dep(Ng, N2) A Dep(N2, N3)

[ ecimen Ay A N1 # No # Nz. A direct dependency does not require inter-
mediate dependency between entities. Algorithm 1 in génera
5—' (Ca.,f.',‘::zznﬂ —{EJTRJ m] returns all the dirgct dependent _entities of a given erititthis _
==| [ mepretentation | || Anatvss tmpiermentation specific case a given class. This means all classes that-are di

rectly connected to a given class are returned. A total depen
Seeeaee dency refers a dependency when an entity is fully dependent o
—AnawEs another entity for its existence. That means, there is neroth
e s Analvsts Sptimization dependency that enables it to get its meaning. Given a graph
G = (N,E) and nodesN;, N2, N3 € N, Nj is totally depen-
Figure 4: The change impact analysis framework dent on Ny, represented by De (N1, Np), if AN,. Dep(N1, N2)




A —3N3z. Dep(Ng, N3) A (N2 # Ng). Algorithm[2 identifies all
total dependent entities of a given entity. It identifiestathl We categorize dependencies as dependencies within layers
dependent entities whether they are directly or indireiéigen-  and across layers based on the layers the entities come from.
dent. A partial dependency refers to a dependency wherexthe eJsing an empirical study, the following dependency types ar
istence of a node depends on more than one node. Given a grajlentified and their detailed definition is given below. Thesn

G = (N, E) and node\;, N, N3 € G, N; ispartially dependent  frequent dependencies are presented here and the list@an gr
on Ny, represented bipde Ny, Np), if AN2, N3s. Dep(N1, N2) A more when we represent complex class relationships. The con
Dep(N1, N3) A (N2 # N3). Partial dependency is a complement text of the dependency is the OCMS graph= (N, E) and the

of total dependency over all dependent entities. Itis gmeed  examples are taken from Figure 3.

asPDep= Dep- TDep Algorithm[2 can be customized to re-  Dependency within a Layer. These dependencies occur be-
turn partial dependent entities by changing the returnevalu  tween entities that come from the same layer.

4.1.2. Types of Dependency

Algorithm 1 getDirectDependentClasses(G,c)
1: Input: GraphG, Class node

1.

Concept-Concept Dependencyfor a graphG and con-
ceptnode€,C;, € N, C; is dependent on C, represented
by CCDefC,,Cy), if AC,. Dep(C1,C2) A (labelE; =

2: Output: direct dependent classed) ( (C1,2,C)) = “subClassO) A (typ€eCy) = typeCy) =

s d <0 L “clasg). For example, there is a concept-concept depen-

4: if the nodec exists inG then dency betweerctivity and Archive Archivedepends on

5. for each edgé; = (m «,c) directed toc do Activity because there is an edge that links these two nodes

6 if label(E;) = “subClassOT A typegm) = “class with type Classand with node labeubClassQfConcept-
then concept dependency is transitive.

’ ad_dm tod 2. Concept-Axiom Dependencyfor a graphG, a class node

8 end if Cy1, and any nodédN; € N and an edgé; € E, E; is de-

o en_d for pendent on C; represented b ADedE;, Cy), if (Ei =

toend I (Cr.a.N) V E = (Ni.a,Cy)) A (type(C:) = type(Ny) =

11: return d

Algorithm 2 getTotalDependentClasses(G,c)
1: Input: GraphG, Class node
2: Output: all total dependent classe$=
3: d « 0, contained=true
4. Set depClsé ,totalDepCls# ,partialDepCls®, super®
5. depCls— getAllDependentClasses(G,c)
6: for each concept; in depClsdo

“clasg). For example, if we take the concept “Activity”,
there are three dependenibClassOfedges, one depen-
dentrdfs:range These axioms further characterize the de-
pendency types.

. Concept-Restriction Dependencyfor a graphG, a class

nodeC; and any nodeN; € N and an edgeE; € E,

E; is dependent on C; represented b RDe{E;, Cy), if

Ei = (Ni,a,Cy) A (typdCy) = “classS A @ € RA). For
example, if we have a restrictiqisAbout, allValuesFrom,
Activity), this specific restriction is dependent on the con-

7 if count(getSuperClassegEl then ceptActivity.

8: super« getSuperClasseS(c) 4. Property-Property Dependency: for a graphG and
9 if super not in partialDepckhen a property nodesP;,P, € N, P; is dependent on
10: addc; to totalDepCls P, represented byPPDefP1, P,) if IP,. Dep(P1, Py)
11: end if A (labellEj = (P1,a,P2) = “subPropertyOf) A
12:  else (typgP1) = typeP,) = “property). Here, property
13: Supere getSuperClasses(ci) refers to both data property and object property.

14: contamed;true 5. Property-Axiom Dependency:for a graphG, a property
15: fOF_ eachsc_ln superdo nodeP;, and any nodé\; € N and an edgé&; € E, E; is
16 if scnot in depClshen dependent on P; represented bPADe[E;, P,), if Ei =
17: co.ntamedzfalse (P1,a,N)) vV Ei = (Ni,a, Py) A (typg(P1) = “ property).
18: end if 6. Property-Restriction Dependency:for a graphG, a prop-
19: en_d for erty nodeP; € N and a restriction edgB; € E, Ry is
20 endif dependent on P; represented byPRDe{R;, P,) if Ei =
21:  if contained=tru¢hen (N1, @, Py) V E; = (P1, @, N1) A (type(P,) = “property).
22: addg; to totalDepCls 7. Axiom-Concept Dependency:Given an axiom edgé&;
23 else _ and a concept nod€; € G,C; is dependent on E;
24: ad_dci to partialDepCls represented bYACDefCy, E), if Ei = (Cp,a,N) A
;Zr enznfgrlf (label(E;) = “subClassOf) A (typdN;) = “class). This

27: return totalDepCls

dependency type is used to catch orphan concepts. If or-
phan concepts are not allowed in the ontology, we use such
dependencies to find them.



Dependency across Layers. These dependencies occur strategies are further used to avoid known violations obbnt
across entities in the three layers. Content-annotatipemle ogy constraintd [43] [5] [44].
dency and ontology-annotation dependency are the maimdepe We identified four different strategies used by existing-sys
dency types. We identify the following dependencies which e tems I[__!B] and customized them to provide additional implemen
ist across layers. tation options for the users. These strategieNaré\ctionstrat-
egy, CascadestrategyAttach-to-Parenstrategy, and\ttach-to-

1. Concept-Instance Dependencyfor a graphG and an in-  Rootstrategy. We will focus on the first three change imple-

stance nodé; and a concept nod€; € N, |, is depen-
dent on C; represented by IDep(l1,C;) if 3 E € E
whereE; = (I1,a,C1) A (label(Ej) = “classAssertiol)
A (typgli) = “individual) A (typgC;) = “class).
For example, if we remove the clastelp_file, the de-
pendent triples{(CNGL:id-19221955.xml,instanceO f
Help_file) and (CNGL:id-19221956.xml,

mentation strategies. The Attach-to-Root strategy usesikas
technique as the Attach-to-Parent strategy. The onlyréiffee
between the two is that the Attach-to-Parent strategy uses t
immediate parent entity and the Attach-to-Root strateggsus
the root entity (the top entity). We customize the Attach and
Cascade strategies to be applied to BoBox andABox state-

instanceOf, ments or only to7 Box statements. The details of each of the

Help_file)} will be affected. This indicates that those techniques used by the change implementation strategges ar
annotations are dependent on the concept in the ontolog¥iscussed below.

layer.

. Property-Instance property Dependency:for a graphG
and an instance property nodie;, and any node\;, N;
and a property nod®; € N, IP; is dependent on P;
represented byPIPDefIP,,P;) if 3 E; € E where
Ei = (Ni, @, N;j) such thatlabel(E;) = P1) A (typgN;) =

No-Action Strategy. The No-Action strategy states that a
given change operation is implemented using the requested
change without adding consequential or corrective changes
The complete change operation does not include any change op
eration other than the ones that remove the traces of thettarg
entity from the OCMS.

“instancé) v (typgN;) = “instancé). For example, in
(CNGL: id19221956xml, cngl:hasTitle “How to delete I H
Mails”) the instance propertgngl:hasTitleis dependent
on the propertyhasTitlein the ontology layer.
3. Instance-Axiom Dependencyfor a graphG, an instance %@ %}
nodel;, and any nodd\; € N and an edgds; € E, E;
is dependent on |; represented byADep(E;, 11), if (E; oo st
(I, N) V Ei = (N, o, 1) A (typgly) = typeN;) Ceman®)| |Arghivins] =
Figure 5: No-Action Strategy
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4. Axiom-Instance Dependency:for a graphG and an in-
stance nodd; and an edgeE; € E, |, is dependent
on E; represented bAIDep(l1, Ej) if Ei = (I3, @, No) A
(label(E;) = “instanceOT) A (typdii) = “instancé).

Given the graplG = (N,E) and a entity noda € N, the
All edges that are linked to a node or all nodes that are linkedNo-Actionstrategy is defined as follows:
together do not necessarily show dependency. For example, @  No-Action(Delete Entityn)) := {Delete Entityn), Delete AxiortA) |
instance property is dependent on the definition of the eorre A € directDe pendentAxioniG, n)}

sponding property. However, a property is not dependentson i Cascade Strategy.The Cascade strategy states that whenever

instance properties. The focus of this research is on ityamgi .
. . : a change is requested, the change propagates to all dependen
and formalizing dependencies that result in the propagatfo ntities of the target entity. In OCMS, this means when we

impacts in the OCMS. Using these dependencies, we develop%i1ange some entity, we need to change all its dependent enti-

. . : . c
algorithms to identify dependent entities. . . . .
g fy dep ties. In case of deletion, when we delete an entity, the idelet

) ) propagates to all its total dependent entities. In casedifiad,

4.2. Evolution Strategies when we add an entity, we need to add all other entities that

The selection of an optimal evolution depends on the dlﬁerm%ﬁéﬂeﬂ?gvégg;%’ s:er(rk'il’n%cglr%a:% g%iil;cé%rg‘gyg‘ﬁf“mg
ent options avallablg to rea}llze a change request. A chan ascadestrategy is defined as follows:
request can be realized using different ways called ewwiuti
strategies. These evolution strategies are used to spemify ~©ascad
a given change request is implemented. The change strategie
determine how to fill the gap between the requested change andAttach-to-Parent/Root Strategy. The Attach-to-Parent
the changes required to correctly implement the user réquestrategy, or attach strategy in short, states that when ageha
This includes consequential changes, which are not spe:aifie is requested, link all the affected entities to the paretityeof
the change request and corrective changes which are iceddu the target class whenever it applies. This means, when a cer-
to avoid inconsistencies. The different change implentemta tain entity is deleted, link its dependent entities to theepa

7

gDelete Entityn)) := {Delete Entityn’) |[n" =nvV
n’ € allT otalDe pendentEntiti€&, n)}



of the target entity whenever it applies. Thus, in the Attswh

Part_a_nt strategy, we generate intermediat_e change operatio STC STC
addition to the requested changes operations. L oo cimss(arenvingeman
Given the graptG = (N, E) and an entity node € N, the [ﬂ‘fﬂ] > lAct::('tVJ
Attach strategy is defined as follows: N\ AN
sC scC /SC Sq
Attach{Delete Entityn)) := {A B,C | - /7 7\\ 7 4 - \\7
A:=Add AXiO”QA', I’]') | A e directDependentAxior(G, n) A "ArchivingJ [Deleting ‘ {Archiving] [DeletingJ
n’ € superEntityn) A h \ ’ . \7
B := Delete AxiortA’, n) | A’ e directDependentAxioni@, n) A [ rERiS
C := Delete Entityn) } & b] L =mall )
Using this strategy, for example, Delete Clagschiving) in Figure 6: Example of structural impact

(Figure[3) causes the deletion of the class and causes all tpendency of entities in the OCMS. It can be caused by a dele-
subclasses of thérchivingclass to reconnect to the pareAtt  tion, addition or updating of an entity in the OCMS. The struc
tivity) class. Moreover, the clasarchiving) and all its related  yral impacts of change operations and their associated aue
axioms will be deleted. discussed below. The first four are adopted frbm [5].

The Cascade and Attach strategies can be further customizedg yjmpyach = (0c, CCROPCR DPCROI, NRCNRQ AE, DE}
to Attach only TBox statements. This means the customized There are two types of structural impacts. The first type fo-
strategies implement the changes only for TBox statemenigyses on structural impacts that cause structural ingegict
without considering ABox statements. lations (e.g. addition of cyclic reference). We call these i
pacts integrity-violating impacts. The second type fosuse
changes, which are results or consequences of a given action
(e.g. addition of an entity). These are caused by changeés tha

The change impact analysis procdss (5) includes analysis 8Fd or remove entities. We call these impacts integrity non-

impacts and their implication on the integrity of the OCMS. | woAatl.ng |m$1acts. . i :
this section we will focus on identifying and charactergzim- given change operation causes a structural impact in two

pacts, causes of impacts and the nature of the impacts. ways. First, it either adds a new entity or removes an exjstin
entity. Second, it violates the structural integrity of thEMS.

We use the following example to elaborate the situation.
In the first version (Figuré]6.a), we can see that there
Impacts of change operations in OCMS are diverse. We idemare three entities. Due to a change operatiédd
tify these impacts and investigate their characteristiosthis ~ ClasgArchivingEmai), the OCMS evolves to the second ver-
section, we discuss the impacts, their categories, thegehap+  sion (Figurdb.b) which contains four entities.
erations that cause the impacts and the impact preconsldion ~ When we compare the two versions, we can see the two im-
which the impacts occur. an impact precondition defines theacts of the change operation. First, the change operation i
necessary condition that needs to be satisfied for the intpact troduced a new class which was not available in the first ver-
occur. sion (Figurd_b.a). Second, the change operation introdaned
Impact: The term impact refers to the effect of change oforphan clas§ArchivingEmail) Here, itis very important to dis-
entities due to the application of a change operation on ontinguish between a change operation and the impact of a ehang
or more of the entities in the OCMS$ [19] [45]/[8]. Thus, operation. “Addition of new Entity (AE)” is an impact which
a given atomic change operatioAGh) will have an impact is different from theAdd Clas$C) change operation, even if
Imp : (ACh P) if the associated preconditioP) is satisfied. the impact is a straightforward consequence of the change op
The change impact analysis process uses a single change opation. This distinction is important to clarify impacts gjgen-
tion as an input at the atomic change operation level. dent of change operations. The separation is useful toragsite

The impact functionifnp) is a function that maps an atomic cally analyse impacts of composite change operations. Téte fi
change operatioAChto its corresponding impact whenever a impact is integrity non-violating, whereas the second iotjig

given preconditiorP is satisfied. . LTS
integrity violating impact.
Imp:(ACh P) > (Impach where: To represent all the constructs of an ontology collectively
Impact= Strimpu Semimp B we use the term Entity (E). However, to refer to a specific con-
ACh= Atomic changep = precondition structs, we replace the term Entity (E) by Class (C), Dat@Pro

The structural and semantic impacts of an atomic change op&'Y (DP). Object Property (OP), Instance (1), Axiom (A) and
ation are discussed in the following subsections. _Restncnon(R) W_henever appropr!ate. The follovylng sl.unall
impacts of atomic change operations are either integritiat4

ing or integrity non-violating depending on the impact fec
ditions.

5. Change Impact Analysis Process

5.1. Impacts of Change Operations

5.1.1. Structural Impacts

Structural impacts are impacts that changedtnectural de-
pendencypetween the entities. Structural impacts occur when e Orphan Concept (OC) occurs when a given concept is
we execute a change operation and if it impacts the strdctura  introduced without a super class other than the default
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“Thing” class. Generally, OWL allows orphan classes, but5.1.2. Semantic Impacts

sometimes the application requirements do not. It violates Semantic impacts are impacts that change the semantics (in-
the concept-closure invariant, which states that every conerpretation) of entities in the OCMS. Whenever a structural
cept nodeg; in N, excluding the root concept of the ontol- change occurs, it causes a change on the meaning of the tar-

ogy, should have at least one super concdptN, giving
closure toc : V ¢ € N\ {Root A typegc) = “Class —
dc € N. CCDe[g;, ©).

Concept Cyclic Reference CCR) occurs when a change as

operation introduces a cyclic reference to concepts. It vi-
olates the concept hierarchy invariant. The concept hieral’
chy is a directed acyclic graph. For two class notiesnd

Cz € N, =3¢y, ¢. CCDefcy, ¢2) A CCDefcy, C1).

Object Property Cyclic Reference OPCR occurs when

a change operation introduces a cyclic reference to ob-
ject properties. It violates the property hierarchy inaati

The property hierarchy is a directed acyclic graph. For
two object property nodesp; andop, € N, =3op;, 0p;.
PPDefops, 0p) A PPDefdop,, 0py).

Data Property Cyclic Reference DPCR occurs when

a change operation introduces a cyclic reference to data
properties. It violates the property hierarchy invariant.
The property hierarchy is a directed acyclic graph. For
two object property nodedp, anddp, € N, =3dp;, dp;.
PPDefdp;,dp) A PPDefddp,, dpy).

Orphan Instance (Ol) occurs when a change operation in-

troduces an instance with no link to a specific class. It vio-
lates the instance-closure invariant. Every instance node
€ N is associated to a concept natkeN. such thavi € N,

dc. CIDeq(, ¢).

Null Reference to Content set NRC). Every instance

in the annotation graph should have a corresponding doc-
ument or part of document it refers in the content set.
Given Ga = (Ng, Eg), YN € Eg. dng € Cont where

E, = (nal, g, naz).

Null Reference to an Ontology layer NRO. Every ob-
ject nodeny, in the annotation graph should have a cor-
responding concept in the ontology graph. Gigq =

(Ng, Eq) andG, = (No, Ep), YNge € Ea. Ang € N where

Ea = (nal, g, naz).

Every instance property, in the annotation graph should
have a corresponding property in the ontology graph.
Given Gap = (Na, Eg) and Gy, = (No, Ep), Yaa € E,.

da, € Np WhereE, = (Na1, @a, Na2).

Addition of new Entity ( AE) occurs when any entity is
added to the OCMS.

Deletion of new Entity (DE) occurs when any entity is
removed from the OCMS.

The last two structural impacts directly correspond to the

get entity or dependent entities. We identify existing sema
tic changes [8] and derived semantic impacts from the clange
The semantic impact of an atomic change operation is defined

SemImpACh ={EG,ES,EMD, ELD, OPMR OPLR AME, ALE, UE, IE}
here

e Entity More Described (EMD) occurs when we add pre-

viously unknown facts about an entity. An entity ndse

is more describedE MD(N;) by a change operation that
transformsG = (N,E) to G’ = (N,E’) if |edgeéN;) €

E’| > |ledgeéN;) € E|. When the number of edgé&s € G’
containingN; as a subject or as an object is greater than the
number of edgek € G containingN; as a subject or as an
object, we say entity; is more described. This means, if
there is a new edge added to a given entity, then that entity
is more described.

Entity Less Described ELD) occurs when we remove an
existing semantics (facts) about the entity. An entity node
N; is less describe@&LD(N;) by a change operation that
transformsG = (N,E) to G’ = (N,E’) if ledge$N;) €

E’| < |ledge$N;) € E|. When the number of edg&se G
containingN; as a subject or as an object is greater than the
number of edge&’ € G’ containingN; as a subject or as
an object, we say entit); is less described. This means,
if an existing edge is deleted from a given entity, then that
entity is less described.

Property More Restricted (PMR) occurs when the ex-
isting semantics is more restricted. A property node
P € N is more restricted®MR(P) by a change opera-
tion that transform& = (N,E) to G’ = (N,E’), for E =
(Ni,domainO{P) andE’ = (N;,domainOfP), if N; c N;

or for E = (Nj,rangeOfP) andE’ = (N;,rangeOf P),

if N; ¢ Nj). If the domain clasd\;) of a given prop-
erty is changed to a subclass of the original cl&}, the
property becomes more restricted. Likewise, if the range
class(;) of a given property is changed to a subclass of the
original class K;), the property becomes more restricted.
A property more restricted shows a covariant property that
converts the domain or the range of a property from a gen-
eral class to a special class|[46].

Property Less Restricted PLR) occurs when the existing
semantics is less restricted. A property néde N is less
restrictedPLR(P) by a change operation that transforms
G =(N,E)toG' = (N,E"), for E = (N;,domainOfP)
andE’ = (Nj,domainOfP), if Nj ¢ N; or for E =
(Ni,rangeOfP) andE’ = (N;,rangeO{P), if N; c N;j).

If the domain clasdy;) of a given property is changed to

change operations and are straightforward. We consider the
as impacts because they play a significant role during coitepos
change impact analysis.

a super class of the original clash), the property be-
comes less restricted. Likewise, if the range clbgs6f
a given property is changed to super class of the original



class (\;), the property becomes less restricted. A propertywe customized existing ones and introduced new impacts for

less restricted shows a contravariant property that cégwver applicable entities.

the domain or the range of a property from a special class Semantic impacts are caused by structural changes [8]. Some

to a general clasﬂw]. of the structural changes, which involve axioms that syeeif
lationships between concepts (subclass of, intersectjali®

e Axiom More Expanded (AME) occurs when the axiom jointwith, complementOf) and relations between properéied
further extend its semantics to other entities. When a give'&oncepts (domain’ range) may cause semantic impacts_
axiom includes more entities and allows the semantics t0 The jmpact analysis process identifies one or more of the
apply for further entities, the axiom becomes semanticallyapove structural or semantic impacts of the requested ehang
more expanded. An axiofg; is more expandeAME(E;)  operation. The change operation may make the dependent en-
by a change operation that transfor@s- (N,E) to G’ = tity an orphan entity. Two or more change operations can also
(N.E), for E = (Ni,a, Nj) andE’" = (N,@,Nj) or E" = cause generalization or specialization of the dependeitiesn
(Ni,a, N]{), if Ni, = N; + Ng or NJ{ = Nj + N whereNg # 0.

e Axiom Less Expanded ALE) occurs when the axiom fur- 5-2. Individual Change Impact Analysis
ther restrict its semantics to fewer entities. When a given Individual change impact analysis takes individual change
axiom excludes existing entities and restricts the semaroperations and analyses their impacts. The individual ghan
tics to apply for fewer entities, the axiom becomes semanmpact analyses the atomic changes and assigns impaaty if th
tically less expanded or more restricted. An axi&ms  satisfy the preconditions. To do this, we define all the pidbn
less expandedLE(E;) by a change operation that trans- structural and semantic impacts of atomic change opesatmn
formsG = (N,E)to G’ = (N, E’), for E = (N;,a, Nj) and  gether with the affected entities and the impact precoomti
E" = (N/,a,Nj) or E" = (Ni, e, N)), if N/ = Ni — N or (Tablel2).

NJf = Nj — Ny whereN # 0. If the change operation has a precondition for a given impact
we will check if the precondition is satisfied. If the precénd

e Entity Generalized (EG) occurs when an entity become tjon is satisfied, we will take the impact and the target gntit
more general (move up in the hierarchy). Generalizags an impact of the change operation, otherwise ignorerhat i
tion occurs for structural relationships that define a parenpact. For semantic impacts that cause unsatisfiability @orin
child relationship. An Entity nodeN; is generalized sjstency, the individual change operation may not be the sol
EG(Ni) by a change operation that transfor@s= (N,E)  reason. In such situations, we further inspect other chapge
to G’ = (N,E), for E = (Ni,e,Nj) andE” = (Ni,a,N),  ations to explain the reason for the violation of the intiggaind
if Nj ¢ Nf wherea € {subClassOf, subDataPropertyOf, to resolve the problem. If the preconditions are not satisfie
subObjectPropertyOf, instancefof move to the next impact defined for the change operation and

continue the above process until we finish all the atomic ghan

e Entity Specialized [ES) occurs when an entity become gperations contained in the complete change.
more specific (move down in the hierarchy). An Entity

nodeN; is specialized=S(N;) by a change operation that 521
transformsG = (N,E) to G’ = (N, E’), for E = (Ni, , N;)

andE’ = (N, a,Nj), if N; ¢ Nj wheree € {subClassOf,
subDataPropertyOf, subObjectPropertyOf, instanceOf

Impacts of Atomic Change Operations
We identified different atomic change operations and stidie
their semantic and structural impacts. To discuss aton@ngé
impact analysis, we take frequently observed [48] change-op
e Entity Incomparable (EInc) occurs when a change on a}tions. The partial list pf the.impacts. of atomic change aper
an entity is neither generalized nor specialized it. An gnlions and.thelr precond|t.|ons IS given In Tae. L. .
tity node Ni becomes incomparabES(N;) by a change Analysing th.e semantllc and the structura[ impacts of §t0m|c
operation that transformé = (N,E) to G’ = (N,E), chqnge operatlon§ requwesacarefgl angly5|s of all pkassde
for E = (NLa,N)) andE = (Ni,a, N), if (N/ ¢ Ni) narios. W_e use dlfferent_cases tp _|dent|fy the scenarioss Th
I ] j j J
approach is time consuming, but it is a once-off task. Therth
main advantage of this approach is that, it is very fine-gm@in
and it can be used to process the impacts of any composition of
atomic change operations. Once we define the potential it®pac
of atomic change operations and the conditions at whichithe i
pacts occur, the next step is to use them as an input to deter-
e Invalid Entity ( IE) occurs when a change on a given in-mine the actual impacts of change operations when an OCMS
stance or instance property introduces invalid interprets€Volves.
tion [d]. A general algorithm that attaches the structural and the se-
mantic impacts of change operations is given in Algorifim 3.
Researcher£|[5[|[8] have categorized some semantic chang€&ke algorithm takes the complete change operation, arslyse
in ontologies. In this research, we extend the semanticggsan the impacts of the atomic change operations and returnssthe a
to identify semantic impacts of change operations. Howevesociated impacts of the change operations. Any ontology evo

10

ANj ¢ N wherea € {subClassOf, subDataPropertyOf,
subObjectPropertyOf, instancepf

e Unsatisfiable Entity (UE) occurs when a change on a
given entity introduces contradictiom47].



Table 1: Potential impacts of selected atomic change opegtio

No| Change Operation Impact Impact (Entity) Impact Precondition
Type
1 | Add Class (c) Structural AC(c), OC(c) None
2 | Add SubClassq, ¢) Structural AA (FullAxiom) None
CCR(;), CCR (c) dc. CCDep(c, ¢1)
Semantic| UC (c;) dc;. CCDep(cy, d) A disjointClasses( d)
CMD(c1), CMD(c) None
3 | Delete Classq) Structural DC (c) None
Semantic| UA (&) da;. CADep(a;, )
4 | Delete SubClasA, c) Structural DA (FullAxiom) None
OC (c1) dc;. CCDep(cy, €) A—dcy. CCDep(cy,d) Ac#d
Semantic| CLD(c,;), CLD (c) None
5 | Add Instance (i) Structural Al(i), OI(i) None
6 | Add InstanceOfi(c) Structural AA (FullAxiom) None
Semantic| 11 (i) dc;. CIDep(i, d) A disjointClasses d)
IMD(i), CMD(c) None
7 | Delete Instance) Structural DI (i) None
Semantic| UA (&) da. IADep(a;, 1)
8 | Delete InstanceOf(c) Structural DA (FullAxiom) None
Ol (i) di. CIDep(i, c) A—3d. CIDep(i,d) Ac#d
Semantic| ILD(i), CLD (c) None
9 | Add ObjectProperty (op) | Structural AOP(op) None
10 | Add SubObjectProperty | Structural AA (FullAxiom) None
(op1,0p) OPCROp1), OPCROP) Jop. PPDefop, opy)
Semantic| UOP (op1) Jop:. PPDefopy, 00) A
disjointObjectProperty(p, 0q)
OPMD(opy), OPMD(p) | None
11 | Delete ObjectProperty Structural DOP (op) None
(op)
Semantic| UA (g) da;. PADep(a;, 0p)
[IP(ip) dip. PIPDep(ip, op)
12 | Delete SubObjectProperty Structural DA (FullAxiom) None
(op1,0p) Semantic| OPLD(op;), OPLD (0op) | None
13 | Add DataProperty (dp) Structural ADP(dp) None
14 | Add SubDataProperty Structural AA (FullAxiom) None
(dp.,dp) DPCR@py), DPCR @p) | ddp. PPDedp, dpy)
Semantic| UDP (dpy) disjointDataProperty(p, dq) A Adpy.
PPDepdp;, dq)
OPMD(dp,), OPMD(p) | None
15 | Delete DataPropertyd() Structural DDP (dp) None
Semantic| UA (&) da;. PADep(a;, dp)
[IP(ip) dip. PIPDep(ip, dp)
16 | Delete SubDataProperty | Structural DA (FullAxiom) None
(dp,dp) Semantic| OPLD(dp;), OPLD dp) | None
17 | Add Disjoint Class €, c;) | Structural AA (FullAxiom) None
Semantic| UC (c1), UC(cp) dc. CCDep(c, c1)A CCDep(c, ¢3)
(1 di. CIDep(i, c1)A ClDep(i, c)
CMD(c;), CMD(cy) None
18 | Add Equivalent Class Structural AA (FullAxiom) None
(c1,C2)
Semantic| UC (c;), UC(cp) DisjointClasseg(d) A dc. CCDep(ci;,c) A
CCDep(cy, d)
CMD(c;), CMD(c,) None

10)

di. CIDep(i, c1)A ClIDep(i, c2)
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Algorithm 3 Assign  Individual
(CCh Impac)
1: Input : Complete Change operatio@CH, Change im-
pacts(Impact)
2: Output: Complete Change operation with impacts

3: for each atomic change operatié@h) in CChdo

Change Impacts

4. if AChis found in change impacthen
5: assign corresponding impact to Imp
6: for each strimp in Implo
7 if structural precondition(imp)=truden
8: attach the affected entity to the strimp
9: attach strimp tAACh
10: end if
11: end for
12: for each semimp in Implo
13: if semantic precondition(imp)=triben
14: attach the affected entity to the semimp
15: attach semimp té&\Ch
16: end if
17: end for
18:  endif
19: end for

20: returnCCh

lution tool that generates change operations at an atowét le
can exploit the individual change impact analysis step amd c
find both the structural and the semantic impacts of the iddiv
ual changes. Individual change impact analysis generhees t
impacts of atomic change operations individually and gives
crucial information about the impacts. However, when cleasng

are applied in a batch as a composite change operation, the im ®
pact of one change operation depends on the other change op-

erations. Individual change impact analysis yield dethita-
pacts of atomic change operations. But it does not condiger t

previous or the following change operations. The impact of a
composite change operation is not a simple aggregationeof th

impacts of the atomic change operations. Thus, we require
different impact analysis strategy at the composite level.

5.3. Composite Change Impact Analysis
Composite change impact analysis focuses on analysing i

cuted together.

we implement a requested change, we often have more th

one atomic change operation to fully implement the requeste

ancing and impact transformation that exploit dependsrinée
tween individual changes and impacts. These approaches use
rules and optimizes the result by removing redundant ingpact

5.3.1. Impact Cancellation

Impact cancellation applies for two change operations. Im-
pact cancellation occurs when the impact of one operatian ca
cels or overrides the impact of the other operation on a given
entity. This means, the impact of a given change operation re
moves the impacts caused by another change operation, or one
impact subsumes the other impact. Impact cancellationrsccu
between a pair of addition or a pair of deletion operatiors. F
example, if the impact of one change operation introduces an
Orphan Entity (OE)and a following change operation deletes
the orphan entity resulting in a structural imp&stlete Entity
(DE), then the impact of the second change operation overrides
the impact of first change operation. This means, the orphan e
tity is deleted by the second change operation. In this cese,
remove the impact of the first change operationphan Entity
(OE)) because that entity is deleted.

Impact cancellation uses the following rules to identifglan
cancel impacts of composite change operations.

e Rule 1. When a target entity is affected by an operation
AChy, and if that target entity is deleted by another opera-
tion AChp, the applicable structural and semantic impacts
of ACh; on the target entity will be cancelled.

ForCCh={ACh;, AChy}, Imp: {CCh} = Imp{AChy} if
Imp{ACh} = strimp(x) U (semImfx)\DE(X)) A
imp{AChy} = DE(X).

Rule 2. When a change operatidkCh, is executed, if it
introduces an impacty), but if there is another change op-
erationACh, that changes the precondition of the impact
(I1), the impact (1) will be cancelled.

For CCh {AChy, AChy}, Imp{ACh,, AChp}
Imp{AChy} if

Imp{AChi} = OE(X) A iImp{AChy} = AA(@)

wherea = (X, subClassO.fy) v (x, instanceOfy).

a

We further identify pairs of cancelling and cancelled imgac
for the two rules. TablEl2 gives the pairs of impacts that are ¢

: Midates for cancellation. In the first rule, if an entity idated,
pacts of two or more change operations when they are ex

Atomic change impact analysis shows onl
the impacts of that specific atomic change operation. Whe

Il the structural and semantic impacts associated withilibe/
Yemoved. In the second rule, we remove orphan entities when
the following change operations add an axiom that links the e

to a parent entity.

change. Composite change impact analysis considers the im-

pacts of one change operation in relation to impacts of other
preceding or following change operations. When a composite Rules
change operation is implemented, the impacts of the congosi
change may not be the same as the aggregation of the impag
of its constituent atomic change operations. The impacts ma

Table 2: Candidate impacts for cancellation
Cancelling Impact| Candidates for cancellatio
Delete Entity(DE) | All Strimp exceptDE
All Semimp
OE

Rule 1

ts
Rule 2

Axiom Added(AA)

reduce or be transformed to other impacts. Composite change

impact analysis identifies techniques to analyse the inspafct

A typical characteristics of cancellation is that the chenp-

composite change operations. To analyse these impactsnwe eerations, that have cancelling impacts, have the sametapera

ploy novel techniques, such as impact cancellation, impalt
12
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on a node (e.g. class) and another on the edge (e.g. subclaasy another change operation removes the impact from the en-

linked to that node. The rationale behind impact cancelteis  tity. Unlike impact cancellation, impact balancing onlycacs

to filter out impacts, which are subsumed by other impacts. Ibetween an addition and a deletion operation with the same ta

composite change impact analysis, keeping the impacts of aget entity (e.g. class with class and subclass with subcl@be

entity, which is totally removed or overridden by another im main difference between balancing and cancelling is thht ba

pact, is meaningless. ancing always occurs either between two structural impacts
For example, the impact dbelete SubClass (DeletingFile, between two semantic impacts. However, in the case of can-

Deleting)andDelete Class (Deleting} given in Tablé B. The celling, a structural impact cancels both structural intpand

two atomic change operations are candidates for impact capemantic impacts. To facilitate impact balancing, we idgnt

cellation according to Rule 1. The target cld¥sletingFileis ~ counter-impacts for the candidate impacts.

affected by the first change and is deleted by the second ehang

operation. e Rule 3. When a given change operatioAGh,) affects

the target entity with an impact, and when another change
operation ACh,) affects the same entity with a counter-

Table 3: Impact cancellation using Rule-1 impact or vice versa, the two impacts may balance each

No | Change Operation Structural Impact| Semantic Impact . . . . . )
T | Delete SubClassOF OC(DeletingF13 | CLD(DeletingFIg other. Candidate impacts for balancing is presented in Ta

(DeletingFileDeleting CLD(Deleting ble[5.
2 Delete Class DC(DeletingFil§g | None —0i

(DeletingFile) lmp{AChl’ AChy} = 0if

After Cancellation (Imp{AChl} = EMD(X) A Imp{AChg}: ELD(X)) V
1" | Delete SubClassOf None CLD(Deleting (Imp{ACh} = AME(X) A Imp{AChy}= ALE(X)) V
. (DDeIIeitmglFule, Deleting) SeOeaETE (Imp{AChy} = OPLRX) A Imp{ACh}= OPMR(X)) Vv
elete Class eletingrlle one
(DeletingFila 9 (Imp{ACh;} = AE(X) A Imp{AChy}= DE(X)).
When we look at the two change operations, the first changﬁnpact balancing is commutative. This means,

operation deletes the subClassOf axiom and introduces thenpACh, AChy} =Imp{ACh, AChy)}.
OC(DeletingFil§ impact. However, the following change op-
eration deletes the cla®eletingFile The first change opera-
tion makes thdeletingFileclass an orphan class and semanti-
cally less described. The second change operation remioes t
class from the ontology layer. Thus, teC(DeletingFile)and
CLD(DeletingFile)impacts are cancelled from the first opera-
tion.

In Table[3 the first change operation introduces an orpha
classOC(GUI). However, the second operation falsifies the pre- ) ) )
condition of orphan class impact by introducing an axiont tha 10 €xplain the impact balancing process, let us take two
links the orphan class tOserinterfaceclass. Thus, the newly atomic change operationgidd SubClassOf( DeletingFile, Ac-
added axiomAA(FullAxiom) which issubClassOf(GUI, User- fivity) and Delete SubclassOf(DeletingFile, Deletingje can-
Interface) overrides the orphan class impact and removes iflidates for balancing. Thadd SubClassnatchesDelete Sub-

from the list. The impacts are reduced from 5 to 4 becaus&lassand the clas®eletingFileis a common entity in both op-
the OC(GUI)impact is removed. erations. When we view these two change operations together,

they show a change in the subclass hierarchipeletingFile
from Deletingto Activity. Thus, we can say that the subclass of
an axiom is modified and we understand that the addition fol-

Table 5: Candidate impacts for balancing
Impacts Counter-Impacts
Entity More Described (EMD) Entity Less Described (ELD)
Axioms More Expanded (AME) Axioms Less Expanded (ALE)
Object Property Less Restricted Object Property More Restricted
(OPLR) (OPMR)
Addition of new Entity (AE) Deletion of existing Entity (DE)

Table 4: Impact cancellation using Rule-2

5.3.2. Impact Balancing

The impacts of two change operations balance each othetructural impacts. However, when two change impacts loalan
when one change operation introduces an impact to an entigach other, they introduce a high level change impact, wikich

TO Egg’ggsos?é[j"l‘)w” (S)t(":”(gbrl‘;" Impact ziz‘e"‘”t'c Impact lowed by deletion is just a modification. DeletingFile is mor
AC(GUI) described first and less described next, thus the semartic im
2 | Add SubClass(GUI| AA(FullAxiom) | CMD(GUI) pactsCMD andCLD balance each other, and thus both of them
Userinterface) CMD(UserlInterface) will be removed. ThéAdd Axiomand theDelete Axiommpacts
After Cancellation are also balanced, thus will be removed. However, we can see
; 233 gﬁfggﬁ&w ii(gzﬁl'll\xiom) 2&”&%') that the clas#ctivity is more described (CMD) and the class
Userlnterface) ' CMD(Usennterface) Deletingis less described (CLD). This impact reflects what is

happening to the two classes and we do not balance the two
impacts because they affect different entities.

After balancing of the change operations in TdHle 6, we re-
move the CLD and CMD semantic impacts and the AA and AD



Table 6: Impact balancing using Rule-3

Imp{AChy, AChy} =Inc(x) if ACh, andACh, balance and

No | Change Operation Structural Impact| Semantic Impact YZY AY Ty
1 Add SubClassOf AA(FullAxiom) CMD(DeletingFile) _
(DeletingFile, Activity) CMD(Activity) Imp{ACh;, AChy} = Imp{ACh,, AChy) _ _
2 | Delete SubClassOf DA(FullAxiom) | CLD(DeletingFile) To further elabqrate the process of transforming the ingact
(DeletingFile, Deleting) CLD(Deleting) we use the following rules.
After balancing
1 Add SubClassOf None CMD(Activity)
(DeletingFile, Activity) , EG, if entity moves up in the hierarchy
2 Delete SubClassOf None CLD(Deleting) . . . . .
(DeletingFile, Deleting) Transformation= ES, if entity moves down in the hierarchy

El, otherwise
caused by composite change operations. The change operatio
may introduce impacts such as specialization or genetializa
of the entities, more restriction or less restriction ondazal-
ities of properties, etc. Thus, the original change impacts
transformed to create another change impact. In suchisitisat
we move to the impact transformation step.

In Table[7, the first semantic impact of the second change
operation is removed due to impact balancing. As the class
is more described with the first change operation and less de-
scribed with the second change operation, it is a candidate f
impact transformation. Thus, the semantic impact of the firs
change operation will be transformed to another impact hed t
transformation is determined by the current location ofttire

et entity. In this case, the semantic impact is generaizat
ecause the concepeletingFilegoes up in the hierarchy.

5.3.3. Impact Transformation

When two impacts are balanced, they may introduce anoth
impact that is created due to the combination of the two chang
operations. The balancing of two or more impacts may trans-

form existing impacts to other impacts, which are not observ Table 7: Impact transformation using Rule-4

; ; ; -+ No | Change Operation Structural Impact| Semantic Impact
Al

at atomic Ch‘."‘”ge levels. For gxample, In case of palancmg I .1 Add SubClassOf AA(FullAxiom) CMD(DeletingFile)
pacts, even if we remove the impacts, the operation may indi- (DeletingFile, Activity) CMD(Activity)
cate generalization or specialization in the case of ojmrait 2 Delete SubClassOf DA(FullAxiom) | CLD(DeletingFile)
that alter hierarchies. Here after balancing impacts, veeiish (DeletingFile, Deleting) CLD(Deleting)
check whether we are generalizing the entity by allowing it t After balancing .
go up in the hierarchy (generalization) or specializingghtity | 1 (Agedl est::]t;‘;'iﬁfsgﬂvity) None GC(DeletingFile)
by aIIOWIng it .to go down in the hlera.rchy (speC|aI|zat|0n.). 5 Delete SubClassOf None None

The major impacts introduced by impact transformation are (DeletingFile, Deleting)| None CLD(Deleting)

semantic impacts such as generalization, specializaiuhjn-
comparable. These impacts are created by deletion and addi-Finally, all the impacts balance each other. The candidate
tion of subClassOf, subPropertyOf and instanceOf axioros. F impacts transform to generalization of the cl@&sletingFile
example, when an instanceOf axiom is added to an instanadowever, the other impacts still exist &MD(Activity) and
which links it to a parent more general than its current piarenCLD(Deleting) We assign the transformed impact only for the
and another operation deletes the instanceOf axiom of the imddition operation, because the addition change operiatian
stance from its previous parent, then we consider this asia geduces the new position of the entity. After applying compos-
eralization of the instance as it becomes an instance ofer supite impact analysis on individual change impacts, we aehiev
class. 11.4%, 21.2% and 20.7% reduction of impacts for No-Action,
When two operations are candidates of balancing and if th€ascade and Attach strategies respectively. This shows tha
target involves subClassOf, subPropertyOf and instanee©f composite change impact analysis is capable of filteringmed
ioms, then the change operations are candidates for tramsfo dant impacts and presenting the remaining impacts pregcisel
ing impacts.
) ] 6. Optimal Strategy Selection and Implementation
e Rule 4. When impacts of two change operations bal-

ance and if the operations are applied to subsumption Ontology evolution often involves analysis and selectién o

(subClass, subDataProperty, subObjectProperty and cla@ifferent strategies before implementing the changes aoid-e

sAssertion axioms), the balancing impacts will transing the ontology. In this section, we propose a novel ap-

form to generalization, specialization or incomparableproach to select an optimal strategy thatimplements a stede

impacts. ForACh, = AddSubclassQk,y) and ACh change. We further introduce an optimization framework tha

=DeleteS ubclassqx,y) utilizes evolution strategies, severity of change impatgsiuc-

_ . tive and incremental changes, affected statement typethend
Imp{ACh;, ACh} =ES(X) if AChy, and ACh, balance and number of change operations.

ifycy The framework begins with identifying available implemen-
Imp{ACh;, AChp} =EG(X) if AChy andACh, balance and tation strategies and the impacts of the complete change ope
ify cy ations. Each strategy is evaluated using four criteriagbate
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[ Requested Change | Once a severity value is assigned to structural and seman-
R tic impacts, calculating the severity of impacts causedhgy t
|G ET ) change operations in a given strategy is done by defininghhre
IQTT\J [Tt'gy—z ( Stra:egys ] - old, maximum.and average severity va]ues. We gnalyse the
I I | severity of the impacts after the composite change impaadt an
o o) oeemcery - ysis is performed.
! ] — Severity Threshold. To calculate a representative measure
Emverity of [ Soneneecy Operation | [ Number of Change | of the severity of a strategy, we define a severity threshithe.
: severity thresholdT) sets a severity value which serves as a cut-
(mw\ off point for impacts that are not allowed to occur in a given
{m} OCMS. If one or more impacts have a severity value greater
. than the threshold value, the maximum severity value will be
(zpiemenieoy taken as a representative value for that specific stra@}y [4

[@] [|§1|]. A representative severity valu8)(for a strategy is
Figure 7: Framework for selecting optimal strategy selected based on the severity of the individual impacthén t
strategy. s = {s1, %, ..., S} represents the severity of the in-
dividual impacts contained in the strategy . If the indiatiu
severity value ), wherei € {1,2,...,k} is greater than the

as an input for calculating cost of evolution. Severity of im
pacts, operation types, statement types and performaadhker
criteria used in the framework. The cost of evolution is galc - o T). we select the maximum severiAX(s), oth-
lated using quantitative measures of the criteria. Accaydo

. . ) erwise we calculate an average severity vadd&3(s). Note
the nature of .the' OCMS, ontolqu ENgineers assign wglghts t%atk represents the number of individual impacts of a change
each of the criteria to show the significance of one criteoioer

operation.
another. P

. MAX(s) if MAX(s) =T
6.1. Severity of Impacts S=

AVG(s) otherwise
In the previous section we identified structural and sermanti . . )
impacts. We observed that some of these impacts are sewkre an FOr example, if a threshold is set to Be=80 and if one
cause more problems than the others. Thus, it is important tg{rategy has severity values of impacts{d@$, 15, 33, then
distinguish between the impacts based on their severiterse S=AvY(S)=41.6. If another strategy has severity valuedas,
ity measures the degree of seriousness of a given impact. Fo 10G, then S=Max.(s).=100.
quantify the severity of impacts, we propose a quantitaiste The average severity is calculated as follows. Hgmepre-
mation on a scale of 0 to 100. A severity value 0 is assigned t§€nts the frequency of
impacts with minimum severity and is interpreted as an irhpac K ot
which does not create any problem if it occurs in the OCMS. AVGE(s) = w
The value 100 refers to an impact with a high degree of sgyerit i fi

which makes the OCMS inconsistent. Any value in between We foll hi h q he eff £ b
indicates the degree of severity of the associated impact. € ollow this approach to reduce the efiects ot irequent but

Assigning an exact value for severity of an impact is not a:jesf; _sgvere”ln_wpacts onbthe O\r/]erall est_lmagon r?f lzevﬁgza B
trivial task. Setting severity value of impacts in a given\0&€ efinition, all impacts above the severity threshold s

depends on the requirements defined by the ontology engine@ro'.ded by any means. Anything which 1S less th:?m the thresh-
or the content manager. We use heuristics to measure the se\%d IS rep_res_en?ed by the average.sev'e.nty. The h|gh_er wlue
ity value of the impacts. The heuristics considers critstiah the severity indicates a lesser desirability of the sofutio
as the tolerance of a given OCMS to a given impact, the amount )
of time and expertise required to reduce or avoid the impadtt a 8-2- Type of Change Operation
the semantic information we lose or gain due to a given impact Addition and deletion operations are used as criteria fer se
In general, there are impacts of change operations thatinée  lecting an optimal strategy. If the ontology evolution fave
errors in the system unless they are resolved. There are oth@cremental evolution, which adds new knowledge every time
impacts that cause the OCMS to introduce integrity viofeio without deleting existing knowledge, the complete chanuero
in part without affecting the whole. Other impacts only aaus ations are expected to introduce more addition operatiomns ¢
the loss of some semantics. pared to deletion operations. In this case, the removal dfeang

We use the following settings of severity in this experimententity and the introduction of a new entity may not have the
For semantic impactg(eEmMD,15), ELD,75), OPMR75), OPLR35), same impact. Thus, the type of the operation is considered as
(AME,60), (ALE,80), EG,50), ES,70), (UC,100), UDDP,100), UOP,100),  another factor to determine the optimal implementaticaisgy.
(11,80), (1P,80)}. For structural impacts, severity is set{toc,80),  The addition operation is different from deletion in theldal-
(01,75), OPCR90), OPCR90), CCR95), NRC70), NRQ70)}. These ing ways. When we add a new entity, we may need to search
severity values are average severity values assigned lgytexp existing entities, but the search is specific to an entityisTh
to the OCMS discussed in the running example. means, there may not be much time and resource wasted to add

15

b}



the new entity in the OCMS. However, when we delete an erby W(ABoxX) and the weight off Box statements is given by
tity, we conduct dependency analysis and cascade the ckangeW(7 80X). The weight is a value between 0 and 1.
all dependent entities. In terms of time and resource, didele
operation incurs extra cost compared to the addition ojperat WF(ABOX) = W(ABOX) * |[ABOX

Whenever there is a difference of performance between ad-
dition and deletion operations, we assign a different wieigh WH(TB0x) = W(T B0X) « [T 50X
the change operationE[SdI[Sl]. We assMitA) for the as- ST=WF(ABoX) + WHT Box)
sociated weight of addition operations aw{D) for the asso-
ciated weight of deletion operations. The lesser the wéght
the higher the desirability of the change operation. Thas, f
a given complete change operation, the weighted frequeihcy o
addition operations and deletion operations are used.rib&
sure makes this parameter quantifiable and facilitates adgmp
son of one strategy with another.

Where:

S T= Statement Type

WF(ABoX) is weighted frequency aABox statements
WF(78B0oX) is weighted frequency of Box statements
0<W(ABOX) <1AO0<W(TBox <1

[ABoX= number ofABox statements,

|7 Box= number off Box statements

WF(A) = W(A) = |A

6.4. Performance of Change Operations

WH(D) = W(D) « DI We measure performance using the number of atomic change

OT = WF(A) + WF(D) operation required to implement the change. This is done by
counting the number of atomic change operations in the com-
Where: plete change operation. The rationale for using this doiteis
OT= Operation Type that the number of atomic change operations affects theperf
WF(A) is weighted frequency of Additions mance and could be used to distinguish between two available
WF(D) is weighted frequency of Deletions implementation strategies.
0<W(A) <1,0<W(D) <1andW(A)+W(D) =1
|Al=number of additions ani®|= number of deletions P =|ACH
Where:
6.3. Statement Types AChe cCh
In ontologies, changing the Box statements may affect all P= Performance
the ABox statements associated with it. However, changing IACH = number of atomic change operations
the ABox statements does not change th&ox. From all ICCH = number of composite change operations

the empirical studies, we found that tfieBox and theABox

statements are not equally important in different applicetio- g 5 st of Evolution
mains and do not have equal weight. For example, in a univer-
sity administration OCMS with more instances than concept%
it is preferable to change tHEBox statements to amend in-
consistency than thé1Box statements. Changing tb@Box L !
statements means changing the information of an indiviolue{i;\/alume qll of the abovg criteria together. T.he cost ofuetiah
student or department in the case of university administrat ecomes important as it includes all the criteria that affiee

OCMS. Statement type serves as a means of selecting an opﬂ?—c's'on of(;he ontolé)gybenglneer. Hov;ever, thﬁ crltermm A
mal implementation strategy. This criterion correspormdthe measures discussed above may not be equally important. An

OWL profiles. OWL profiles distinguish between ontologies onFoIogy enginger may assign a higher weight for Fhe sauerit
heavily used for instance annotation (OWLE)land ontolo- OT Impacts a”‘?' ignore the number of change operations, or may
gies used for logical expressions (OWLELOntoIogies ad- 9ive more weight to the statement types and ignore additions

hering to OWL-QL are more sensitive fBox statements and and deletions. Thus, we need to compare each of the strategie

ontologies adhering to OWL-EL are more sensitivetBox individually to select the optimal strategy for the giveitenia
statements at hand. However, a single criterion does not fully charézte

Thus, the weight of theiBox and the7 Box statements the available strategy. A comprehensive measure that tdkes

depend on the application and the preference of the ontolo he gbove cr!terla Into aCCOl,Jm,'S Important. To ach|evx_a the
engineer. We take the weighted frequency of the strategie Ssign a weight to each crlterlor_L The ontology engine& set
to measureAABox and 7 Box. These weighted frequencies 2 weight{wy, w,, w3, W} for all criteria based on their impor-

will be used to compare complete change operations in termgnce In a given OCMS. These weights are different from the

of statement types. The weight 61Box statements is given previous individual weights. The weights here measurertfie i
portance of a criterion compared to the other three critditie

individual weights measures the weights of individualeria
“http://www.w3.0rg/TR/owl2-profiles/#OWI2_QL compared to its pair, Addition with Deletion ardBox with
Shttp://www.w3.0rg/TR/owl2-profiles/#OWI2_EL T BoxX.
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Measuring the cost of evolution to select the optimal sgyate
ased on the impact analysis is the central process of tHeimp
mentation phase. To measure the cost of evolution, we need to




cade strategies (69) and the No-Action strategy deletex418 a
ioms. The least is the Attach-All strategy with 5 axioms tiede

4
cos(strategy = Z W * Cry followed by the Attach-TBox strategy which deletes 6 axioms

k=t Another significant information is that both Cascade sgjiate
Where: delete 29 classes as a result of cascading. In all otheegteat
Crce{S,ST,OT, P only the intended class is removed. These and other analysis
Wi € {Wq, Wo, W3, Wy} values show that in terms of structural impact, the Attadh-A
Wi +Wo+Wa+Wg=land0<w <1 strategy is preferable because it has the minimum number of

structural impacts. In light of the semantic impacts, the tw

This cost is used to measure the overall impact of the changgtach strategies yield the same result except on the insgan
operation. This approach further allows the ontology eeein |, the Attach-All strategy there is one instance generdlize

to remove one or more criteria if that_ cri.terion is not useful 54 two instances less described. In Attach-TBox strateget
that OCMS. This can be done by assigning a value zero for thgs g instance generalized, however 3 instances less Hedcri

weight of the corresponding criterion. This is due to the fact that the Attach-All strategy attachiks
] ) the instances to the parent class and results in generatizat
6.6. Optimal Strategy Selection In the Attach-TBox strategy, the instance is left withouy an

The optimal strategy selection exploits the cost of evoluti  further action, thus becomes less described as one of its pre
for finding the optimal implementation strategy. The sétett vious parent is removed. In the case Cascade-All and Cascade
of the best strategy is based on the selection of a stratepy wi TBox strategies, there are more classes less describ&hdes
a minimum cost. less described and object properties less described. In gen

eral, the analysis in terms of semantic impact shows that the
BestStrategy: MIN{Cos{(Strategy),...,Cos{(Strategy)}  Attach-TBox strategy yields the minimum semantic impact an

. . - _Cascade-TBox yields the worst semantic impact.
A strategy with a minimum cost implies that the strategy will |, s situation. making a comparison and a selection be-

evolve the OCMS with minimum severity of impacts, miniMum yyeen the different impacts is difficult and time consuming.

number of change operations, minimum number of preferreqqreqver, the ontology engineer needs to compare between th

statement types and operation types. different impacts. For example, class less described gtthor
class may not be considered equally. An optimal strategy se-

7. llustration and Validation lection is the next stage to compare the different straseigia
further detail.

Continuing from Sectiofi 311, we identified 15 change sce- Once the change impact analysis is implemented, we further
narios that cover changes in the content and changes in the @nalyse these impacts following the optimal strategy selec
tologies. Based on the frequency of the change, their cagcad For the purpose of the case study we use two scenarios. The
impacts, the operations involved and the number of ontekgi first scenario assigns equal weight to each of the four @iter
affected, we ranked the change scenarios. For the purpose @everity, statement type, operation type and performaamoe
this discussion, we use one of the change operations arehpres the second assigns different weights. However, the system a
the impact analysis process. lows the ontology engineer to assign different weights tthea

For the purpose of the evaluation, the ontology layer costai criterion based on the nature of the OCMS at hand.

80 classes, 8 data properties, 10 object properties andthaore Scenario 1. This scenario assigns equal weight for each cri-
500 axioms. The annotation layer contains more than 1000 aterion. This means each criterion is given a weight of 0.2% T
notations and the content layer contains around 1000 HTMLlesults of the four criteria are presented in Fidure 9. Tls# fir
and XML documents. graph shows the number of addition, deletion and total numbe

The selected change operation Delete Class (Activity) of change operations. The Attach-All and Attach-TBox strat
When we deletéctivity, we followed the proposed strategies in gies have both addition and deletion operations. The Attdth
Sectio4.P and identified that the requested change operati strategy has 13 additions and 19 deletions and the AttaaxTB
can be implemented in five different strategies each yigldift+ ~ strategy has 12 additions and 19 deletions. The No-Acti@t-st
ferent set of atomic change operations. The five strategees aegy gives the least number of change operations which is only
Attach-All, Attach-TBox, Cascade-All, Cascade-TBox anotN 19 deletions. But when we look at the Cascade strategiéls, bot
Action. We do not provide the detailed list of the change eperof them have large number of deletions. The results in terms
ations, however the number of change operations genemted of statement types show that the No-Action strategy yidtds t
implement the change in each strategy and the impacts of thminimum number of changes on ABox and TBox statements.
change operations in each strategies are presented ireEgur The largest number of TBox and ABox changes is observed on

Figure[® provides all the structural and semantic impacts o€ascade-All strategy because this strategy deletes aljhen-
the change operations in each strategy. The change impaet andent classes and instances. Attach-All and Attach-TBatestr
ysis method provides the detailed impacts of the changeaepergies yield a similar result on TBox changes. The Attach-All
tions of each strategy. As a comparison, from the structoral strategy has one more ABox statement than the Attach-TBox
pact point of view, there are more axioms deleted in the twe Ca strategy.
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Structural Impacts

Semantic Impacts
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Figure 8: Structural and semantic impacts
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Figure 9: Cost of Evolution: scenario 1

If we look at the severity of the semantic and structural imthat cause severe impacts than strategies that affectate st
pacts based on the severity specification set to this cadg, stument types. The operation type and the performance are given
the Attach-All and the Cascade-All impacts show less severequal weight. The results in Figurel10 shows the best sirateg
impacts and all the rest indicate the presence of severecisipa with minimum cost is Attach-All strategy (35.8). The second
that violate the constraints set by the ontology enginee+. Fbest strategy is No-Action strategy which yields 56.25 dred t
nally, the cost of evolution takes all the four criteria irdon-  third one is Cascade-All strategy (58.4).
sideration by assigning similar weight to each criteriorheT  Scenario 1 and scenario 2 selected the Attach-All strategy a
analysis result shows that the Attach-All strategy yiel#smin-  the best strategy and the No-Action strategy as the secasid be
imum cost of evolution which makes it the best strategy to imstrategy. However, if we consider the rank, we can see teat th
plement the change. The No-Action strategy ranks second anflird and the fourth strategies are swapped. Due to thedsere
the Attach-TBox strategy ranks third. The Cascade-Altsip  of the weight of the severity criteria, the cost of evolution
ranks fourth and the Cascade-TBox strategy ranks last. creases by some factor in all strategies used in scenario 2.

Scenario 2.This scenario assigns different weights for each  The change impact analysis method allows the ontology engi-
criterion for the purpose of the experiment. The weights fomeer to set his/her own weight depending on the requirenient a
S,ST,OTandPare 0.5, 0.3, 0.1, 0.1 respectively. hand. It further allows the user to evaluate the strategi@su

In this scenario, the weight assigned to the four criterdifis  the individual criterion separately. One important featofthe
ferent. Here we give more weight for the severity (0.5) ara th approach is, it provides customizable change impact aisalys
statement types (0.3). This means, we want to avoid stestegi by allowing users to assign severity values for the impauotd,
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Table 8: Identification of the first three optimal strategies

weights for the criteria. By doing so, they can give necessar ch Onerai Optimal Strategy Identified?
emphasis to impacts that are severe in a given OCMS and rank ange bperation 18 20 13
the criteria according to their importance in a given OCMS. | Delete Classgtudent Vv IV IV
Add DisjointClass(Staff, Student) v - -
Delete Instancgphn) v v -
Cost Delete ClassTable ' v v v
Add SubClassOfjchema, RelatiaSchemga | +/ - -
100 - Delete ObjectPropertiiasSchema vV vV N
8116 Add Class GUI) v v -
Delete DataPropertyh@sAverageSize vV vV N
Delete Instanceq-123.xml v v -
= cost Add Instanceif-1234/xml, Fil§ v v |-

different case studies, it shows a promising result, whighgy

Attach Attach Cascade Cascade NO

All Thox Al Thox  Action a justification for the applicability of the proposed sabutiin
different domain areas.

Figure 10: Cost of evolution: scenario 2 8.1. Precision of Optimal Strategy Selection

We evaluate whether the proposed method achieves its ob-

8. Evaluation jective by evaluating optimal strategy selection. The exabn

mainly focuses on checking whether the system identifies the
~ Our evaluation focuses on answering the following quespptimal solution. We select the optimal solution accordiog
tions. the weight of the criteria set by the user of the OCMS. For the
iLO change scenarios used above, the prototype ranks tke stra
gies based on their cost of evolution as first optimal, second
optimal, etc. We evaluate whether the proposed change-opera

e Does the proposed method identify the optimal strategyion is the optimal solution by manually evaluating the ajen

accurately? operations.
Table[8 shows the evaluation result. TR (mark indicates

e Does the proposed method improve evolution of anthat the system identified the optimal strategy correctty the
OCMS? (-) represents the absence of additional strategy. This means
Jhe change is implemented using the available strategy @esl d
%6t have any other way of implementing the change. From the
result, it is possible to conclude that the optimal strategy

For the purpose of the evaluation, we include two ontology€ction identifies the optimal strategy for all the implertesh
evolution experts, one general ontology user and one novicghanges.
user. All the users were given sufficient time to evaluate the
change impact analysis tool and compare the results with prg-2- USefulness of the System _ _
tege and NeON ontology editors. For the purpose of evalgatin 10 evaluate the usefulness of the change impact analysis
the precision of the change impact analysis process, welgsed (C1A) framework and the change impact optimization (CIO)
frequent change operations taken from three different ocm&amework at the end of each scenario, we distributed a ques-
(Table[®). The users implement the changes using a prototygionnaire to the participants. The questionnaire aims svan
developed for change impact analysis and optimal strategy s"9 wheth_er the _change impact analysis is useful and saitabl
lection. An accurate change impact analysis should satigfy fOr Selecting optimal strategy to evolve an OCMS (Tddle 9).
following criteria. First, it should identify the impacteat ac-  1he Separate presentation of the impacts of individual anatc
tually occur in the OCMS and second it should identify the im-POSite change operations is vital to understand the impzcts

pacted entity correctly. When both criteria are satisfiedcome the changes and to conduct what-if analysis.

e Does the change impact analysis identify the impacts o
the change operations accurately?

e Does the change impact analysis analyse the impacts a
quately?

sider the process accurate. Table 9: Users feedback on the optimal strategy selection
The First OCMS is the one presented in the case study. TheQuestions . Average responsg
second and the third OCMS cover a university administration< laentified all occurting impacts 4.33
. i Yy ' CIA identified all affected entities 4.67
domain and a database systems domain. These change OPESA helps me understand the impacts 167
ations represent frequent scenarios and are used to ev@ve t CIA highlights Integrity problems 433
ontology using the applicable strategies. We implemertted t | The cost estimation is suitable to measure impacts 4.0
change operations and measure the precision of the change inj Understand what I'am doing at each step and under- 4.0
Vi hod. Th It sh h he ch i _stand the effects of my actions during evolution
pact analysis method. The result s ows that the change tmpacis heips me find optimal strategy 333
analysis validated with 100% accuracy in all of the cases. Strongly Agree= 5, Agree= 4, Slightly Agree=3
The result shows that the change impact analysis gives sat|sSlightly disagree= 2, disagree= 1, Strongly disagree=0
factory level of precision for implementing different clggnop- The users further provide the following feedback on the us-

erations over different case studies. As the evaluatioolves  ability of the system.
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e Providing a better interface to allow users to compare alktrategies in terms of impact. It allows transparent evafuby
the strategies in parallel will further enhance the sedecti providing the impacts of changes as individual and/or casnpo
of the optimal strategy. ite operations. This approach assists the user to conduatt wh

if analysis before permanently implement a requested aang

e The prototype needs to be customizable. This is related tgperation. The system is able to compare and select an opti-
setting weights of criteria and customizing the severity of| strateqy that ensures consistent evolution wheneege th
the impacts. is an alternative implementation strategy. It uses ctsrich

The result shows that the users strongly agree or agree on tf§ SeVerity of impacts, number of change operations, seatem

adequacy of the solution. In both cases the respondents agre types and operation types.

the occurrence of the impacts. The result from the questiogn | "€ intégration of our change impact analysis tool with ex-

shows that the change impact analysis method identifiesithe i ISting ontology editors and development of a plug-in and the

pacts and the affected entities. This helps the user to stzet  "tegration of additional criteria for optimal strategylesgion
the impacts of the changes they request before they implemeﬁu,Ch as impacts on inferred axioms is the future direction of
them permanently. Whenever there are integrity problengs, ththls research.

analysis highlights the problems and the change operateons  ~cknowledgment. This material is based upon works sup-
sponsible for the violation. In general, the responses fifoen ported by the Science Foundation Ireland under Grant No.

users are encouraging. The users agree that the optimal str917/_CE/|1142 as pf_;\rt of the (_:ent_re for_NexF Generation Local-
egy selection is helpful to understand what is happeningwheiSation (www.cngl.ie) at Dublin City University (DCU).
a change is implemented and is useful to select the optimae4 st
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