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Abstract. A large amount of historical documents have been digitized over the years. Browsing into these Cultural Heritage
data can be done using query by keywords or query by example systems. Going from one kind of query to another raises the
problem of the semantic gap. Identify region inside image could be needed. In order to deal with this problem, this paper presents
an ontology-based approach to the resolution of the semantic gap problem that uses a semantic web approach with historical
images. To do this, historians’ knowledge and knowledge from the document processing domain were modeled using dedicated
ontologies. Then, links between the regions of interest from the computer vision algorithms on the one hand, and their meaning on
the other hand, were created. These links will subsequently be used to help historians to search, query, analyze and enrich images
dataset. Based on the three ontologies defined or reused and combined in this approach, we have defined rules to automatically
annotate an image (to define the background for example), or a part of an image (to identify a letter, a body-part, ...).
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1. Introduction

Historical documents constitute the memory of our
societies, and a reminder of our Cultural Heritage.
With the evolution of digitization techniques, there has
been a drive all over the world to preserve historical
documents. This huge number of documents needs to
be processed and indexed so that historians can retrieve
them and analyze their content (year of production,
where they were printed, historical and social studies
etc.).

Among the various elements present in a histori-
cal document, we are particularly interested in lettrines
(also known as drop caps). In this article, we will use
the French word "lettrines" (specific to French docu-

*Corresponding author. E-mail: alain.bouju@univ-lr.fr.

ments) rather than the term drop caps, to represent an
enlarged letter at the beginning of a paragraph. These
images are of particular importance to historians as
they can be used to identify many different types of
information (they were printed using wood stamps be-
longing to a specific printer at a defined period). Thus,
retrieving similar lettrines provides information about
the era and social life at that time.

Information retrieval is a very active field of re-
search and, more specifically, image retrieval is be-
coming an increasingly difficult task that involves han-
dling textual data and the image content. To over-
come this problem, a very active research area [23,
30, 36, 41], generally known as Content-Based Image
Retrieval, is devoted to describing and summarizing
the content of images by computing descriptors. These
descriptors extract low-level features of images in or-
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der to summarize the information (low-level features
generally based on color, shape, texture and nowadays
computed using convolutional neural network). Start-
ing from these features, searching for an image con-
sists in finding images with similar features. The ad-
vantage of image descriptors is that they enable com-
parisons to be made between images, but they cannot
be used to make a direct comparison with a text re-
quest from a user. This is the well-known semantic gap
problem.

Dealing with the semantic gap requires a search en-
gine that can query by example (when the end-user
gives an example of what he is looking for) and by key-
word (when the end-user gives a description of what he
is looking for using specific keywords). This paper fo-
cuses on the use of ontologies to define explicit seman-
tics between concepts from historical images which
adds semantics to low level features and words from
natural languages. The aim is to create links between
keywords and visual concepts. Thus, two ontologies
were defined: the first is dedicated to keywords from
historians (experts on the Renaissance); the second is
associated with image processing (extraction and de-
scription of a region of interest). These ontologies are
fed using historians’ knowledge and the results of im-
age processing. Our approach allows to identify re-
gion inside an image with their descriptor. Then, these
two ontologies and a spatial ontology are linked into
a final ontology that is enriched using inference rules.
Our goal is to provide relations between image regions
and historian’s keywords. In a first work [11], we have
found some rules to provide relations but with some
performance issues. In this article we propose a new
approach with SPARQL UPDATE and a spatial triple-
store.

This article will first give a detailed presentation of
the semantic gap problem, followed by a description
of the proposed model for which navigation tools were
developed to help retrieve historical document images.
In the fourth section, a case study used to validate our
approach is presented, and finally the results and sig-
nificance are discussed in the last section.

2. Semantic gap, ontologies and images

2.1. Semantic gap and annotations

A huge amount of digitized documents that have
now been created needs to be managed efficiently. Ef-

ficient management can be achieved through indexing
processes and semantic annotations that provide dedi-
cated search tools to meet the needs of the end users.
Effective tools must therefore be developed that en-
able a precise semantic description of images. To meet
the rapid growth in multimedia content, several stud-
ies have addressed the well-known problem of the se-
mantic gap [3] by attempting to provide an analysis
and semantic interpretation of images. This semantic
gap corresponds to the difference between the users’
representation of an image and a description based on
low-level features.

Several categories of techniques have been identi-
fied to solve the semantic gap problem [26]. Different
methods of annotation can be identified, ranging from
the use of ontologies to learning techniques and au-
tomatic annotation: free where no annotation vocabu-
lary is predefined in advance and the user uses his own
knowledge to annotate ; annotation by keywords where
the user uses a predefined vocabulary (no relation be-
tween words) to annotate images. In this case, a hier-
archy between keywords exists but is limited to a one-
to-one relation between keywords (taxonomy); anno-
tation by ontology where a hierarchy exists between
the keywords suggested to the user and this hierarchy
emerges from an analysis process (concepts are con-
nected by many kinds of relations, not all of which are
taxonomic).

Automatic image annotation is a major challenge.
They were introduced in the early 2000’s and the first
studies dealt with machine learning based on statistics
and probabilities. These approaches provide powerful
and efficient tools to create links between visual fea-
tures and semantic concepts like the approaches devel-
oped by [4, 14, 23].

[28] were the first to use the information from the
context (perceptual context) in an image annotation
process. They proposed a generative statistical model
that computes a joint probability to associate keywords
with image regions. An image is then described by all
its automatically extracted regions (the results of com-
puter vision processes) and its keywords. The relation-
ship of extracted regions represents the context, while
the association of keywords to the image regions rep-
resents the semantic. However, this method does not
really capture the semantics of images, but instead ap-
plies statistics to the context to improve the description
of the image.

The work done by [40] firstly described the process
of feature extraction and representation, and then listed
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a set of annotation methods in the second step. These
methods, based on machine learning (SVM, decision
trees, neural networks, Bayesian networks), are used
to classify the images’ features based on the concepts
previously learned. However, these methods have to
deal with the problems of the learning step (a time-
consuming problem; the number of classes must be
small and manually defined).

[37] emphasized the role of the user, the purpose and
the context in which the image’s annotation process
is performed. The generality, accuracy and choice of
vocabulary keywords are dependent on the application
and on user knowledge. Different degrees of abstrac-
tion can also be considered in the image’s annotation
process: contextual, cultural, emotional, technical, etc.

A method to automatically construct a hierarchy of
concepts was proposed by [17] that combined visual
information, conceptual information and contextual in-
formation.

Still seeking models that could help to link low-level
to high-level features, some approaches were based on
contextualized knowledge. These approaches assume
that real world objects are always associated with their
context, and the representation of that context is essen-
tial for image analysis and understanding. As contex-
tualized knowledge can come from multiple sources,
the heterogeneity of these sources creates a complex-
ity that provides a more accurate description. In a spe-
cific context, the introduction of this knowledge helps
reasoning and improves image annotation [3, 17, 32].
This improvement may rely on the use of semantic hi-
erarchies, or incorporate a priori knowledge.

A study proposed by [7] attempted to reduce the
sensory gap and the semantic gap. The sensory gap
may be seen as the gap between the real scene and the
acquired image, while the semantic gap corresponds to
the difference between the user’s representation of the
image and a description based on low-level features.

More recently, many works used deep neural net-
works [2, 42] to find a common representation space
between images and text. The idea behind those archi-
tectures is to learn links between some visual clues and
the keywords using some image and textual embed-
dings. Some promising results start to appear (espe-
cially for the Visual Question Answering problem [5])
but the black box effect associated to these approaches
is an impediment to its use by scholars and experts.

It is therefore important to use explicit and for-
mal methods to represent knowledge. In this way it
is possible to take into account knowledge associated
with both the general context and the specific context.

Moreover, this improves image understanding with-
out being linked to the implementation used. Knowl-
edge from the general context is then considered as
the knowledge of the domain, and knowledge from
the specific context is generally seen as the knowledge
from images.

2.2. Ontologies

Ontologies approach have many advantages to rep-
resent knowledge for a given domain. They provide an
explicit and formal framework for a shared conceptu-
alization [16]. Formal means that they are machine-
readable, and both humans and machines can apply
reason to their content using the model. Explicit means
that the type of concept used, and the constraints on its
use, are explicitly defined. The idea of shared refers to
the knowledge that is communally owned. Lastly, con-
ceptualization refers to models obtained by an abstrac-
tion of phenomena that exist in the real world, and to
the identification of the relevant concepts of these phe-
nomena. Thus, ontologies capture the knowledge of a
relevant domain, provide a common understanding of
knowledge in the domain, determine the vocabulary of
the domain, give an explicit definition of this vocabu-
lary and the relationships between the terms of the vo-
cabulary, and all of this is achieved using formal mod-
els.

[32], image content was modeled using Description
Logic and Ontologies, demonstrating its importance
in the interpretation of scenes. The authors noted that
some errors can occur with an intuitive construction of
knowledge and inference. Formal logic can avoid these
errors. The authors then proposed a formal model for
scene interpretation and emphasized the importance of
spatial and temporal contexts in the task of interpreta-
tion.

The image processing ontology developed by [7]
counted 279 concepts, 42 roles and 192 restrictions. In
this ontology, the concepts were ordered into different
levels: a physical level to process information from ac-
quisition to storage of the image; a perception level to
process visual features of the image; a semantic level
to establish the generalization relationships and inclu-
sion between concepts; a task level process for fea-
ture extraction and feature detection; and a stress level
to express the efficiency and robustness of the system.
However, no correspondence was established between
the concepts outlined and the semantic level meta-data.
The link between the user’s knowledge and the regions



4 A. Bouju et al. / Ontology-based management of ancient initials

1 1

2 2

3 3

4 4

5 5

6 6

7 7

8 8

9 9

10 10

11 11

12 12

13 13

14 14

15 15

16 16

17 17

18 18

19 19

20 20

21 21

22 22

23 23

24 24

25 25

26 26

27 27

28 28

29 29

30 30

31 31

32 32

33 33

34 34

35 35

36 36

37 37

38 38

39 39

40 40

41 41

42 42

43 43

44 44

45 45

46 46

47 47

48 48

49 49

50 50

51 51

extracted from the image was not represented as it was
context dependent.

The problem of ground truth (or learning database
for machine learning based methods) and annotation
quality measurement arises in the work mentioned
above. The interpretation of an image depends on the
user’s knowledge, background and knowledge of the
degree of granularity. The use of an ontology has dif-
ferent goals: a unified description of image features, a
visual characterization of the relationship between fea-
tures (lines, regions, etc.), the use of contextual infor-
mation, and finally to make a connection between the
visual level and the semantic level.

Several categories of ontologies can be distin-
guished in the image annotation process as described
by[19]:

High-level ontology (or thesaurus) images are de-
scribed using metadata independent from the im-
age content (e.g. date, author name);

Low-level ontology images are described using meta-
data based on low-level features (e.g. texture,
color). The ontology then represents the different
methods of image regions analysis;

Linked-level ontology this ontology links the ele-
ments from the low-level features (texture, color)
to those with a high-level of semantics in the im-
age (car, building). Regions of the image are de-
scribed by their low-level features, and the on-
tology provides meaning for certain regions. This
category reduces the semantic gap.

The first category of ontologies simply associates a
vocabulary (list of keywords) to an image without any
processing, and the words are associated with the en-
tire image. In the last two categories, the image pro-
cessing algorithms are first applied. The ontology is
then used to annotate the results of these algorithms,
and the keywords are associated with the image con-
tent or the image’s regions.

There are many work to properly annotate an image
for retrieval [31, 43]. In this work, we wish to manage
region inside an image.

The challenge we are confronting in this paper
(i.e. the problem of content-based historical image re-
trieval) imposes two major restrictions. First, we must
design a system that is able to model and structure
knowledge from the domain of history (semantic con-
cepts) and those from the image processing domain
(low-level features). On the other hand, this system
must address the problem of semantic gap reduction

between low-level features and semantic concepts used
in historians’ queries. This challenge cannot be over-
come with only one kind of ontology, as defined in
[19]. We therefore propose to use a combination of
ontologies to have not just a single representation of
an image, but different levels of representation. In our
case, we decided to represent historians’ knowledge
with a high-level ontology (images are described with
keywords), while knowledge related to image process-
ing results are represented with a low-level ontology
(images are described with radiometric features). So,
we have at least two kind of expertise with different
models. Finally, a linked-level ontology was used to
connect the two previous ontologies and to attach dif-
ferent levels of description to the same image. Seman-
tic gap reduction was achieved using inference rules to
automatically create links between low-level and high-
level concepts.

3. Proposed semantic gap reduction model

3.1. Proposed model

As mentioned earlier, an image can be described
using keywords (high-level ontology) and pixel-based
features (low-level ontology). Combining these two
ontologies links two heterogeneous descriptions to the
same image. The main contribution of this work is the
use of inference rules to match concepts from these
two different ontologies, and thus automatically anno-
tate images (i.e. associate keywords to an image re-
gion with specific radiometric properties). This model
is generic enough to be applied to a large number of
domains by simply adapting each ontology to the new
case study. Figure 1 presents an overview of the pro-
posed model. Each domain was modeled with a spe-
cific ontology. By adding a link between them, we
were able to mix heterogeneous data. Finally, the map-
ping between the various concepts derived from these
two domains was performed using inference rules. We
will present these ontologies and some examples of in-
ference rules in the following sections.

3.2. Ontology of experts’ domain

The description of images using an expert’s vocab-
ulary is based on our approach to a domain ontology.
This consists of a content annotation which can be per-
formed by a user in different ways: a free annotation
without any predefined annotation vocabulary, where
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Spatial ModelSpatial Model

Historian KnowledgeHistorian Knowledge

Image Processing
Knowledge

Image Processing
Knowledge

DataData

Processing
Mining
Rule

Sparql

Processing
Mining
Rule

Sparql

Fig. 1. Overview of the proposed system, with the combination of two expert knowledge and a spatial model into a single ontology : the ontology
of "lettrines". The main contribution corresponds to rules that enable the creation of links between the different levels of information and thus
reduce the semantic gap

the user uses his own knowledge; annotation via a pre-
defined set of keywords (without hierarchy) ; an anno-
tation via vocabulary defined by a hierarchy of words.
In the third annotation case, the hierarchical vocabu-
lary is used to identify semantic "target" elements, and
the semantic gap reduction problem is simplified. The
latter case corresponds to our work on the images of
lettrines since a single thesaurus semantically struc-
tured by historians is provided.

3.3. Image processing knowledge

A large amount of work has been done in the image
processing domain. One common point in this work is
that it tends to segment an image into uniform subparts
and to provide dedicated features related to these re-
gions called "Regions of Interest" (RoI). The descrip-
tion of an image is then composed of two levels of
information: a general one and a local one. Local in-
formation corresponds to a description of each region
of interest on the image, while the general description
contains information related to the original image and
information related to the spatial organization of the
regions of interest. We propose to model this in two

ontologies, the first for regions of interest, while the
second is devoted to the representation of spatial rela-
tions.

3.3.1. Regions Of Interest ontology
Regions of interest are the results of the image seg-

mentation process which separates an image into ho-
mogeneous regions. In order to be able to compare re-
gions and to identify similarities between them, each
region is described using a feature vector computed
from its pixel values. We have introduced the concept
of image to represent the original image and region-
Set to represent the set of regions of interest in an im-
age. Each region of interest can be specialized (see
Figure 2) by using local features specific for that re-
gion. This representation integrates features either for
the initial image, for derivative images or for regions
of interest. We thus recover the notions of general and
local signatures of an image defining an image analysis
domain.

As our aim was to produce a generic model for im-
age processing results, we also added two other con-
cepts: DerivativeImage for the regions not extracted
from the original image but from an image obtained af-
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ter a pre-processing technique; ImageReferenceSystem
to get meta-information related to the image reference
system (e.g. color spaces, image format).

3.3.2. Spatial ontology
Bearing in mind the generic vision of our model, it is

important to be able to locate regions inside an image
in relation to each other. This can be obtained with spa-
tial relations that include topology (RCC8 defined by
Cohn et al. [8]), distance (near or distant) and orienta-
tion (N, S, E, W). In particular, a ground truth indicat-
ing the spatial positioning of information in the image
can be considered as a manual extractor. A comparison
between a ground truth and automatically extracted re-
gions provides information about the robustness of an
extraction method and could be extended to large-scale
experiments. This notion of extractor, under the terms
of interpretation, was introduced in Lamiroy and Lo-
presti [27] to specify the result of an image processing
algorithm.

Now that we have presented the general framework
of our system, we will give a detailed example of how
we used it for the automatic annotation of lettrines.

4. Case study: an ontology for lettrines

In order to validate our model, we defined an on-
tological representation for the images of lettrines.
This ontological representation corresponds to the im-
plementation of a general system that covers all as-
pects of the automatic image annotation. This ontol-
ogy provides a standard representation for the het-
erogeneous and complex data that describe these im-
ages. The data consist of numerical characteristics
computed from the image or from regions of inter-
est in the image, spatial relations among image re-
gions, and semantic data from the historian’s knowl-
edge of the domain. This ontology enabled us to re-
duce the semantic gap between pixel-level descriptions
and semantic descriptions of the image thanks to au-
tomatic annotation of some images or image regions
using ontological properties. This ontology is partly
depicted in Figure 4 (the Image Processing Ontology
is accessible on http://pageperso.univ-lr.fr/alain.bouju/
ImageProcessingOntology/). Figure 3 describes the vi-
sual vocabulary we used to represent ontologies in the
sequel to this paper.

We defined this ontology in several phases, and each
is described in separate sections below:

– The knowledge of historians (section 4.1):
Knowledge of historians is described by a the-
saurus proposed by [24] that was reformulated
as an ontology with Lettrines as the main class.
A fund of 4288 lettrines, manually annotated by
historians, was used to populate this ontology.

– The ontology of regions of interest (RoI) (sec-
tion 4.2): This ontology, with Image as the main
class, consists of regions of interest extracted
from the image of lettrines with their low-level
characteristics. This ontology is populated by 909
lettrine images (only 909 images of the 4288 let-
trines were available), 5588 regions correspond-
ing to shapes, and 451711 regions containing
strokes that were extracted using algorithms de-
fined in [10, 33]. This ontology was then enriched
by partitioning the image and introducing spatial
relations in order to locate each region in the cen-
ter or at the edge of the image.

– The ontology of lettrines (section 4.3): The his-
torians’ ontology provided a high-level represen-
tation of lettrines, while the RoIs ontology pro-
vided a lower-level one. We combined them in a
single ontology by linking their respective main
classes (Lettrine and Image). In this way, we ob-
tained a homogeneous representation and query-
ing of all the data available on the lettrines. The
main contribution of this paper was to attempt to
reduce the semantic gap between the two levels
by enriching the ontology. This was done using an
inference mechanism that was able to bridge the
gap between historians’ keywords and the image
processing features. In order to assess this contri-
bution, we will now provide more details on two
inference processes:

1. Inferences on the RoIs extracted from shapes
(section 4.4): we added logical descriptions of
properties that enabled us:

∗ to identify and annotate a region as the letter
in the lettrine image (isLetter property)

∗ to identify and annotate certain regions as
parts of figures in the background of the let-
trine (isBody property)

2. Inferences on the RoIs extracted from tex-
tures (section 4.5): the image consists of a set
of regions and it is these that provide the rel-
evant information. We used the characteristics
of the set to determine whether the lettrine had
a hashed background (isHashed property)

http://pageperso.univ-lr.fr/alain.bouju/ImageProcessingOntology/
http://pageperso.univ-lr.fr/alain.bouju/ImageProcessingOntology/
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Image

globals features

Region

locals features

ImageReferenceSystem

DerivatedImage

SourceImage RegionSet

hasIRS

hasRegion

is-derivated-from

hasRegionSetis-a
is-a

Fig. 2. Ontology of generic regions

(a) Relations

(b) Classes

Fig. 3. Symbols used to describe ontologies

4.1. Ontology provided by historians

Images of lettrines are graphic images found in an-
cient documents from the XV th and the XVIth cen-
turies. Figure 5 gives a few examples. Lettrines are
decorated capital letters at the beginning of a para-
graph that are common in books of that time. They
were obtained from wooden hand sculpted stamps.
Their main component is a letter, but they are also
characterized by a background that can be ornamen-
tal or represent social scenes of the time (figurative

scenes). Nuances and shadows were obtained by par-
allel strokes.

The Centre d’Etudes Superieures de la Renaissance
(Higher Education Center for Renaissance Studies -
CESR) of Tours, France, works on lettrines. The let-
trines provide historians with information that situate
documents in time and they also study the social scenes
in the figurative backgrounds. The stamps were used
many times, and the ageing process makes it possible
to derive a chronology of the documents with respect
to each other. Furthermore, stamps are often character-
istic of a particular sculptor.

CESR historians proposed a semantic description of
the images of lettrines based on the work of [24]. Start-
ing from this work, a lettrine can be decomposed into
four layers. Each layer provides specific information
(see Figure 6):

Letter: placed at the center of the image, the let-
ter layer characterizes in particular the letter it
contains (e.g. A, B), its color (black or white), the
alphabet (Latin, Greek, Hebraic), and the font (ro-
man, gothic)
Pattern: consists of ornamental forms that can be
decorative or figurative
Background: can be uniform (black or white),
hatched, or honeycombed
Frame: corresponds to the edges of the typo-
graphic stamp. It can consist of zero, one or two
lines
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Fig. 4. Excerpt from the general ontology of lettrines where only computed properties of class are presented. The ontology of historian’s
knowledge is fully detailed in Figure 7

Fig. 5. Exemples of lettrines

We transcribed this description of lettrines into an
ontology (ontology of the historians). Figure 7 de-

(a) Original image (c) Various layers

Fig. 6. Layer decomposition by historians

scribes the T-Box of that ontology, which consists of
the main Lettrine class with a link to each semantic
layer (Letter class, Background, Pattern and Frame).
The hasLetter, hasBackground, hasPattern and has-
Frame properties were introduced for these links.
Class Letter itself was linked by properties to the Col-
orLetter, TypeFont and Alphabet classes. The Identifi-
cationLetter property specifies a given letter. We then
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populated the A-Box of the ontology with 4288 let-
trines which were hand-annotated by historians.

4.2. Ontologies of the regions of interest

The images of lettrines are particularly difficult
images to process due to their specific nature and
to deterioration over time (yellowing of the paper,
spoiled and stained pages, binary images composed
of strokes). Although some standard texture-based ap-
proaches have been defined for natural and/or color
images, they are not efficient with this kind of image.
Techniques that are not sensitive to these deteriorations
and are adapted to these features have been developed,
and a specific image characterization process was de-
veloped in [10, 12]. We used it to define the ontology
of the regions of interest.

The method used relies on a series of processes.
First, the image is decomposed into two layers (see
Figure 8). The decomposition method, described in [13],
results from a sequence of projections presented in
[18] that are especially relevant for the analysis of let-
trine images. We extracted regions of interest from
each of these two layers: the shape layer and the tex-
ture layer.

4.2.1. Regions of interest from the shape layer
The letter itself as well as the natural scenes in

lettrines with a figurative background correspond to
shapes in the image. For, this reason we set up a
method adapted to the shape layer, which extracts
some regions of interest. The method is described
in [10]. The RoI’s are obtained in three steps

1. First, the Zipf law [34] is used for its robustness
to grey level variations and the absence of influ-
ence of the components’ color. It can be used to
segment the shape layer into connected compo-
nents

2. Next, the connected components with an area
greater than a given threshold of the image (1%
in our experiments) are retained, the smaller ones
were judged to be less pertinent. The remain-
ing connected components form the RoI’s of the
shape layer

3. Finally, characteristics describing their shape are
associated with each region:

– The eccentricity Ecc of the region is defined as
the ratio between the minor radius rm and the
major radius rM of the minimal ellipse encom-
passing the region [35]: Ecc = rM−rm

rM+rm

– The mean of the grey levels (GreyMean) and
their standard deviation (GreySTD) serve as an
estimate of the color of the region and its reg-
ularity

– The Euler number En of the region as intro-
duced in [35] provides an estimate of its com-
pactness. In fact, it computes the number of
holes H contained in the region, and En =
1− H gives an approximation of the compact-
ness of each region

4.2.2. Regions of interest from the texture layer
The texture layer essentially consists of the strokes

in the image. In the image of a lettrine, a set of strokes
with similar visual characteristics (length, orientation,
thickness, curvature) corresponds either to a hatched
background or to shadows.

Based on the processing developed in [33], we set
up texture layer processing to extract areas consisting
of similar strokes. These regions are obtained in four
steps:

1. We first applied a binarization process followed
by noise removal to retain only the strokes

2. Strokes can have various widths. We thus used
a distance transform algorithm [6] to obtain
strokes with the same thickness

3. We then defined the characteristics of the strokes
which are significant for human vision, namely
length, thickness, homogeneity of orientation
and curvature. A non-supervised classification
based on these characteristics was used to create
classes of similar strokes

4. Finally, stroke regions were obtained by group-
ing strokes with similar characteristics which
are close together in the image. Some charac-
teristics were then recomputed for the set of
strokes of each region: the number of strokes
(StrokesNumber) ; the average length of the
strokes (StrokesLenght) ; the average thickness
of the strokes (StrokesWidth) ; the orientation of
the strokes (StrokesOrientation) ; the homogene-
ity (StrokesHomogeneity) ; the curvature of the
strokes (StrokesCurvature)

4.2.3. Enrichment of the ontology of the regions of
interest

The T-Box of the ontology of the regions of interest
has a main class: Image (see Figure 11). General infor-
mation about the image is provided by the ImageRef-
erenceSystem, hasCentroid, hasLength, and hasWidth
properties.
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Fig. 7. Excerpt from the ontology of the historians (T-Box). This Lettrine class is related to the historian’s knowledges which must be linked to
the image concept.

The shape and texture layers are images which are
derived from the initial image. Accordingly, the initial
images belong to the SourceImage subclass, while re-
gions of interest belong to the DerivedImage subclass.

RoI (Region of Interest) Classes and ROISet asso-
ciate a set of regions with an image. The area of a re-
gion as well as the coordinates of its center of gravity
are introduced by the hasArea and hasCentroid prop-
erties, respectively, to locate the region inside the im-
age. Shape and stroke regions belong to their respec-
tive subclasses: ShapeROI and StrokesROI. Of course,
they inherit the properties mentioned above.

We then enriched the ontology of the regions by
adding some features linked to the partitioning of a let-

trine into 9 areas (Figure 9). These features belong to
the PartROI subclass of the RoI class, and spatial rela-
tions were then used to locate a RoI relative to an area
of the partition. On the recommendation of the ISO
standard in [1] on spatial data, we chose to use RCC8
algebra [8], which defines eight types of spatial rela-
tions between two spatial objects, as well as the SFS
format (Simple Feature Specification) to represent spa-
tial objects. SFS is a standard derived from the spa-
tial specifications for SQL, recommended by the OGC
consortium (OpenGIS Consortium) in [20] (see Fig-
ure 10).

RoI Class and its subclasses inherit from abstract
Geometry class from the SFS standard. RCC8 spatial
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(a) Original image (b) Shape layer

(c) Texture layer

Fig. 8. Decomposition of a lettrine into layers: results obtained from
the process proposed in [9]

Fig. 9. Image partitioning used to locate RoIs

relations are computed properties that can be used to
compare regions. In particular, they locate regions in
ROIShape and ROIStrokes with respect to the nine ar-
eas in ROIPart.

We selected 909 images of lettrines. Of these, 5588
regions were extracted from the shape layer, and
451711 regions from the texture layer. The A-Box of
the ontology of regions of interest was populated by
these images and these regions.

4.3. Ontology of the lettrines

Each of the two ontologies carries information on
the lettrine images: the ontology of the historians pro-

vides semantic information, while the ontology of
the regions of interest provides low-level information.
That is why we created the ontology of lettrines, which
combines them. The combination is performed by link-
ing the main Lettrine class of the ontology of the his-
torians to the main Image class of the RoIs ontology.
The T-Box of the new ontology brings together all the
classes and properties of the combined ontologies.

Meanwhile, the A Box is populated with the images
(instances), that are classified according to the classes
defined in the two Tbox, and which link together the
lettrines and the images. Consequently, each image
from the RoIs ontology is described not only by the
extracted regions of interest and their low-level prop-
erties, but also by the manual annotations of histori-
ans. However, not all annotated images are present in
the ontology of the regions of interest. Hence, some
lettrines from the ontology of the historians are not de-
scribed by regions of interest. This particularity offers
an advantage in that our system does not require fully
described images, it can be run on images with partial
descriptions.

Integrating the data set describing a lettrine image
into a single ontology enables us to envisage a reduc-
tion in the semantic gap between the low-level charac-
teristics in the ontology of the regions of interest and
their manual annotations in the ontology of the histo-
rians. The data were modeled and certain elements, re-
quired by historians in their historical image retrieval
process, needed to be automatically extracted and an-
notated with historians’ keywords. This represents a
mechanism for semantic annotation of regions in im-
ages.

Our contribution to semantic gap reduction is based
on an enrichment of the ontology. New properties were
added to the T-Box in order to semantically annotate
images or regions of interest. These properties were
computed using a formula or rules of logic, which can
include the set of data available for the image. These
properties are presented in Figure 11 (isHashed, has-
Centroid, isLetter and isBody properties).

We propose to do this using inference processes that
are presented in the following two sections.

Actually, these methods are based on instance clas-
sification. The goal is to determine for each region of
interest if it is a letter, a body, or if it has a hashed
background. The first method is based on production
rules while the second on a decision tree. We also eval-
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Fig. 10. Spatial ontology of the SFS standard from the OGC

uated the performance of these rules to assess the effi-
ciency of our approach. It is very difficult to compare
these results as no methods were found in the litera-
ture. Finally, we would like to mention the fact that this
system enhances the readability of the results. The end
user has an insight into the thought process, which is
not possible with standard statistical approaches (often
seen as black boxes).

4.4. Inference on the regions of interest of the shape
layer

The letter, as well as elements of the natural scenes
in lettrines with a figurative background, correspond
to shapes in the image. Hence, we tried to identify the
region of interest in the shape layer that corresponded
to the letter (with the computed isLetter property) or
to the body parts of the characters (with the computed
isBody property). These two properties are based on
low-level properties of the RoIs of the shape layer, and
on the spatial features of images (see Figure 12). As
for the isBody property, it has a specificity as it is ex-
pressed as a function of isLetter (the letter cannot be a
part of the body of a character).

isLetter property: description and experimenta-
tion This computed property is defined for the Shap-
eROI class and indicates whether a region is identified
as the letter in a lettrine. It is deduced from four prop-
erties of the regions in the shape layer and also spatial
information with respect to image partitioning:

1. Maximal area region: in the ontology of regions,
the area is indicated for each region (hasArea
property in the ontology of regions). Of all the
regions that verify the properties given below, the
one with maximal area is selected and labelled
by the isLetter property.

2. Region located at the center of the image: check
that the region is contained in the central area of
the partition (spatial property contains) and does
not intersect with the edge areas. Since the parti-
tion is as shown in Figure 9, this guarantees that
the letter is inside the central area (the one num-
bered 5).

3. Region with few holes: the Euler number, com-
puted for each region of the shape layer (hasEuler
property in the ontology of regions), is used here.
Based on our knowledge, regions with few holes
were taken as those with a Euler number between
−2 et +2 (the Euler number represents the num-
ber of white connected components in a black
shape or vice-versa).

4. Containing the center of the image of the let-
trine in its smallest surrounding rectangle: this
property specifies that the center of the image
(hasCentroid property in the ontology of regions)
must lie inside the smallest rectangle surround-
ing the selected region, within a margin of 15
pixels.

The isLetter property was computed on the 909 let-
trines regions that populate the ontology of regions.
After manual verification, 816 regions were correctly
identified as letters, and 103 were not. The error rate
was thus 11%. Of these 103 regions, some correspond
to a sub-part of the letter (see Figure 14). By using the
knowledge from the historians’ ontology (the hasIden-
tificationLetter property), we could extend the search
not only by keeping the biggest shape, but many big
shapes around the biggest one, in order to aggregate
them. This search could then be guided by the letter
identification (comparison between the knowledge and
the result of an OCR applied to the shapes) using topo-
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Fig. 11. Enriched ontology for the RoIs (T-Box part)

logical constraints related to the way letters are pro-
duced.

The isBody property: description and experi-
mentation This property, defined for the ShapeROI
class, indicates that a region has been identified as a
part of a character in the background of the lettrine.
It is computed from five properties that include prop-
erties of the shape regions as well as spatial relations
with the partitioning and information from the ontol-
ogy of the historians:

1. Region in a lettrine with figurative background:
only regions in lettrines with a figurative back-
ground (the hasPattern property in the ontology
of the historians) are considered as possible can-
didates.

2. Region located at the center of the image: as for
the isLetter property, this is tested with the spatial
contains property.

3. Region with few holes: as with the isLetter prop-
erty, this test is based on the Euler number (the
hasEuler property in the ontology of regions).
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Fig. 12. Extraction of an area of interest from a lettrine

4. Region with light grey color: the image grey level
goes from 0 (black) to 255 (white). Light grey
was defined as greater than 90. The mean grey
level (the hasGreyMean property in the ontology
of regions) is compared to that threshold.

5. Region that is not a letter: among all the regions
that verify the four preceding properties, only
those that are not identified as letters are retained.

Validating annotated regions is a manual process.
That is why 45 images of lettrines were randomly se-
lected to apply the isBody rule. Of these, 27 had an
ornamental background, the other 18 had a figurative
background. 112 shape regions were extracted in total.
The isBody property correctly labelled shape regions
from 17 out of the 18 images with a figurative back-
ground, giving an error rate of about 2%.

4.5. Inference on the regions of interest in the texture
layer

An inference mechanism for the regions of interest
in the texture layer was set up to reduce the semantic
gap between the ontology of the regions of interest and
the ontology of the historians.

A lettrine with a hatched background contains re-
gions of strokes with a total area large enough to cover
a good part of the image. Hence, significant informa-
tion is carried by the properties of the set of stroke
regions of the image that could be used to decide if
it has a hatched background. We tried to identify the
images with a hatched background by introducing the
computed isHashed property.

To that end, we first enriched the image description
with properties that are related to its set of stroke re-
gions.

The computed isHashed property was used to de-
cide if a lettrine had a hatched background on the ba-
sis of low-level features. The result was checked by
comparing it with the hasBackground property in the
knowledge base of the historians. That is why we were
able to use the standard supervised classification ap-
proach (C4.5 decision tree) to fix the thresholds of the
low-level properties used to make the decision. Fig-
ure 13 shows a simplified decision tree, obtained from
algorithm C4.5, where:

YX are tree nodes and X corresponds to each of the
6 properties specific to the regions in StrokesROI,
namely hasStrokesNumber, hasStrokesLength,
hasStrokesWidth, hasStrokesOrientation, and has-
StrokesHomogeneity; Y corresponds to the mini-
mal, maximal or average value, or to the standard
deviation (Min, Max, Avg and Std) of each prop-
erty of the set of all stroke regions in the image;

SV are labels for the branches of the tree leading to
the class (in this case isHashed). S is a compari-
son operator: <, 6, >, or > ; V is the threshold to
be compared with the attribute value.

(isHashed): comparison of the minimal, maximal or
average values, or of the standard deviation of the

properties of stroke regions to thresholds (7 leaves)
obtained by supervised learning.

This rule was applied to the set of 909 lettrines
populating the ontology of regions. Of those, 140 had
a hatched background. 126 images had the isHashed
property. An automatic verification was then possible
by querying the ontology of the historians: 123 of the
126 had a hatched background. Hence the recall was
123
140 = 87.8%, and the precision 123

126 = 97.8%.

5. Discussion

Content based image retrieval for historical docu-
ment images raises two major issues. First, the knowl-
edge both from the domain of history (semantic con-
cepts), and from the domain of image processing (low-
level features) has to be modeled and structured in the
same way. Secondly, in order to provide better answers
to historians’ queries, the semantic gap problem, i.e.
bridging the gap between low-level features and se-
mantic concepts, has to be taken into account.
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Fig. 13. Simplified decision tree for finding decision rules

5.1. Data structuration

Building an application that combines image pro-
cessing features (low-level) and symbolic processing
(high-level) needs efficient handling of large and het-
erogeneous data. The results of image processing iden-
tify regions of the image with their properties (e.g. re-
gion, connectivity), while symbolic processing relies
on keywords from experts in the field.

In our approach, some rules were applied to identify
some of these regions as semantic components of the

document (e.g. this region is the letter in the lettrines,
this region is a part of a body). All these data must be
collected in a consistent manner to allow further de-
duction processes, navigating, extracting results as im-
ages, etc.

Figure 14 presents two examples of results obtained
by a sequence of image processing algorithms and de-
ducting processes. Such images are produced automat-
ically starting from the recorded low-level features.
They are used to evaluate our processes by compar-
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ing the results with the ground truth. In the first exam-
ple (Figure 14), each image contains the initial lettrine,
and the region that has been identified as the letter is
superimposed. The first image describes a successful
identification, the second a partial failure.

Fig. 14. Final result of a sequence of image processing based on a
segmentation and deducting process.

The second example (Figure 15) represents a figura-
tive lettrine (i.e having a figurative pattern) whose re-
gions are not properly annotated by the isBody prop-
erty. In the second image, all regions extracted from
the shape layer are superimposed. The black region is
correctly tagged with the isLetter property, while the
light grey one, which corresponds to a character sub-
part, is not annotated by the isBody property (because
its Euler number is too large). The use of a more com-
plex or finer partitioning of the image, or other statisti-
cal features to describe regions, could help to correctly
annotate regions. Similarly, a more flexible manage-
ment of the classification (e.g. using rejection, confi-
dence or a fuzzy classifier) may help to provide the
user with candidate regions, but for which the system
cannot take firm decisions.

5.2. Tools to model and their constraints

Alongside the issue of representation, the question
of the choice of a relevant data representation that sup-
ports processing, deductions and calculations is criti-
cal.

(a) Example of lettrine

(b) Regions extracted form the lettrine
shape’s layer

Fig. 15. The image where regions are not properly identified as a
part of body by isBody

The modeling stage could be carried out using
UML. In general, the UML model is converted into
another data model such as the relational model. How-
ever, a UML class diagram or database schema is lo-
cated at the logical level and has the disadvantage of
being static. Each new image processing, each new
deduction would require a modification of the UML
model or the relational schema. Although a UML
model can represent a hierarchy of concepts, a rela-
tional schema does not represent it directly or explic-
itly. Despite the high level of effectiveness of relational
databases systems, this possibility was therefore dis-
carded. However, we used a UML model to define the
spatial part of the ontology which was transformed into
an ontology in [21] using the eclipseuml2owl tool.

The formal ontologies based on description logics
provide a very flexible approach for structuring data.
The T-Box, meta-level, describes the structuring of
data that are contained in the A-Box. This approach is



A. Bouju et al. / Ontology-based management of ancient initials 17

1 1

2 2

3 3

4 4

5 5

6 6

7 7

8 8

9 9

10 10

11 11

12 12

13 13

14 14

15 15

16 16

17 17

18 18

19 19

20 20

21 21

22 22

23 23

24 24

25 25

26 26

27 27

28 28

29 29

30 30

31 31

32 32

33 33

34 34

35 35

36 36

37 37

38 38

39 39

40 40

41 41

42 42

43 43

44 44

45 45

46 46

47 47

48 48

49 49

50 50

51 51

much less static than UML or the relational schema.
Introducing a new concept or a new role does not re-
quire special precautions (except to check the consis-
tency of the resulting model).

However, for large volumes of data, computation
time using ontologies can become prohibitive, and this
led us to use other tools such as SWRL rules 1 or DLV

presented by [29] in our first work [11] and now we use
a spatial triplestore. DLV is based on deductive logic
programming, is simple to use, with ease of query ex-
pression, and a relatively low response time. Neverthe-
less, we used an ontological approach as a guide, even
when we used these approaches that do not fit into this
framework.

In order to validate our approach, we used a number
of tools: PROTÉGÉ [25], an ontology editor to build the
ontology, and the JENA API [22] 2 to populate it. We
also used DLV3, which is an implementation of Dat-
alog [15], as a deductive database. DLV was used in
command-line mode to define and test the inference
rules presented in the subsequent sections. Based on
logic programming, DLV is easy to use, makes the
composition of queries easier, and has a rather short
response time for middle size dataset.

To improve our system, we have chosen to use
a spatial triplestore. Currently, several triplestores
support storing and querying spatial data using the
GeoSPARQL4 or stSPARQL5 query language. Many
use PostgreSQL/PostGIS has backend for efficient
spatial request. We have chosen Apache Marmotta an
Open Platform for Linked Data 6 and his KiWi Triple-
store over PostgreSQL/PostGIS. Now, SPARQL 1.1 7

proposes CONSTRUCT and UPDATE operations. So,
we rewrite our SWRL rules with SPARQL. YASQE8

was used as editor. Probably we could have used a
SPARQL Inferencing Notation (SPIN)9, but SPARQL
is supported by almost all triplestore. Marmotta/KiWi
was chosen also because it proposes a KiWi Reasoner.
It is a rule-based reasoner that can be used on top of a
KiWi Triple Store. We are developing in our lab an in-

1SWRL: A Semantic Web Rule Language
2Jena: https://jena.apache.org/
3DLV: http://www.dlvsystem.com/dlv/
4GeoSPARQL:

https://www.opengeospatial.org/standards/geosparql
5stSPARQL: http://www.strabon.di.uoa.gr/
6Marmotta: http://marmotta.apache.org/
7SPARQL 1.1: https://www.w3.org/TR/sparql11-query/
8YASQE: https://yasqe.yasgui.org/
9SPIN: https://www.spinrdf.org/

terface for spatiotemporal data analysis "STRDFMin-
ing"10 to exploit spatiotemporal heterogeneous data in
spatial triplestore [38, 39].
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