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Abstract. Knowledge bases are in wide-spread use for aiding tasks such as information extraction and information retrieval,
where Web search is a prominent example. However, knowledge bases are inherently incomplete, particularly with respect to tail
entities and properties. On the other hand, embedded entity markup based on Microdata, RDFa, and Microformats have become
prevalent on the Web and constitute an unprecedented source of data with significant potential to aid the task of knowledge base
augmentation (KBA). However, RDF statements extracted from markup are fundamentally different from traditional knowledge
graphs: entity descriptions are flat, facts are highly redundant and of varied quality, and, explicit links are missing despite a vast
amount of coreferences. Therefore, data fusion is required in order to facilitate the use of markup data for KBA. We present a
novel data fusion approach which addresses these issues through a combination of entity matching and fusion techniques geared
towards the specific challenges associated with Web markup. To ensure precise and diverse results, we follow a supervised
learning approach based on a novel set of features considering aspects such as quality and relevance of entities, facts and their
sources. We perform a thorough evaluation on a subset of the Web Data Commons dataset and show significant potential for
augmenting existing KBs. A comparison with existing data fusion baselines demonstrates superior performance of our approach
when applied to Web markup data.

Keywords: Keyword one, keyword two, keyword three, keyword four, keyword five

1. Introduction popular predicates used to describe books (Section 3),
Freebase is missing respective statements in 63.8% of
Knowledge bases (KBs) such as Freebase [3] or entities, Wikidata in 60.9% and DBpedla in 49.8%.

YAGO [32] are in wide-spread use to aid a variety of Recent efforts aim at exploiting data extracted from
applications and tasks such as Web search and Named the Web to aid knowledge base augmentation (KBA).
Entity Disambiguation (NED). While KBs capture For instance, Knowledge Vault [7] uses triples ex-

tracted from Web documents, while recent works ex-
ploit semi-structured data from Web tables [26,27].
The approach described in [36] uses Web search tem-
plates. On the other hand, data fusion techniques aim
at identifying the most suitable value (or fact) from a
given set of observed values, for instance, the correct
director of a movie from a set of candidate facts ex-
*Corresponding author. E-mail: yu@13s.de. tracted from the Web [8]. To this end, data fusion tech-

large amounts of factual knowledge, they still are in-
complete, i.e. coverage and completeness vary heavily
across different types or domains. In particular, long-
tail entities and properties are usually insufficiently
represented. For instance, considering a selected set of
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niques are fundamental when attempting to solve the
KBA problem from observed Web data.

While the extraction of structured data from Web
documents is costly and error-prone, the recent emer-
gence of embedded and structured Web page markup
has provided an unprecedented source of explicit
entity-centric data, describing factual knowledge about
entities contained in Web documents. Building on
standards such as RDFa!, Microdata? and Microfor-
mats®, and driven by initiatives such as schema.org,
a joint effort led by Google, Yahoo!, Bing and Yan-
dex, Web markup has become prevalent on the Web.
The Web Data Commons (WDC) [18], an initiative in-
vestigating a Web crawl of 2.01 billion HTML pages
from over 15 million pay-level-domains (PLDs) found
that 30% of all pages contain some form of embedded
markup already, resulting in a corpus of 20.48 billion
RDF quads®. Authors also identify an upward trend
of adoption, where the proportion of pages containing
markup increased from 5.76% to 30% between 2010
and 2014.

Through its wide availability, markup lends itself
as diverse source of input data for the KBA prob-
lem. However, the specific charateristics of facts ex-
tracted from embedded markup pose particular chal-
lenges [37]. Co-references are very frequent (for in-
stance, in the WDC2013 corpus, 18,000 entity de-
scriptions of type Product are returned for query
‘Iphone 6’), but are not linked through explicit
statements. In contrast to traditional strongly con-
nected RDF graphs, RDF markup statements mostly
consist of isolated nodes and small subgraphs. In ad-
dition, extracted RDF markup statements are highly
redundant and often limited to a small set of highly
popular predicates, such as schema : name, comple-
mented by a long tail of less frequent statements.
Moreover, data extracted from markup contains a wide
variety of errors, ranging from typos to the frequent
misuse of vocabulary terms[17].

In this work, we introduce KnowMore, an approach
based on data fusion techniques which enables the
exploitation of markup crawled from the Web as di-
verse source of data to aid KBA. Our approach con-
sists of a two-fold process, where first, candidate facts
for augmentation of a particular KB entity are re-

IRDFa W3C recommendation: http://www.w3.org/TR/xhtml-
rdfa-primer/

2http://www.w3.org/TR/microdata

3http://microformats.org

“http://www.webdatacommons.org

trieved through a combination of blocking and entity
matching techniques. In a second step, correct and
novel facts are selected through a supervised classifi-
cation approach and a novel set of features. We ap-
ply our approach to the WDC2015 dataset and demon-
strate superior performance compared to state-of-the-
art data fusion baselines. In addition, we demonstrate
the capability for augmenting three large-scale knowl-
edge bases, namely Wikidata®, Freebase and DBpe-
dia® through markup data based on our data fusion ap-
proach. The main contributions of our work are three-
fold:

— Pipeline for data fusion on Web markup. We
propose a pipeline for data fusion (Section 3.3)
that is tailored to the specific challenges aris-
ing from the characeristics of Web markup. Nov-
elty and correctness of facts is addressed through
a combination of entity matching, data fusion
and diversification techniques. To the best of our
knowledge, this is the first approach addressing
the task of data fusion on Web markup data.

— Model & feature set. We propose a novel data
fusion approach consisting of a supervised classi-
fication model (Section 5). We propose and eval-
uate an original set of features which validate cor-
rectness of markup facts and use these in a super-
vised classification model. Experimental results
demonstrate high precison (avg. 89.9%) and re-
call (avg. 77.8%) of our model, outperforming the
state-of-art baselines.

— Knowledge base augementation from markup
data. As part of our experimental evaluation, we
demonstrate the use of fused markup data for aug-
menting three well-established knowledge bases.
Our results show a significant potential for ad-
dressing the KBA task, where KnowMore is able
to populate 100% of missing statements for par-
ticular properties, for instance, book descriptions
in Freebase and Wikidata. On average, Know-
More populates 14.7% of missing statements in
Wikidata, 11.9% in Freebase and 23.7% in DB-
pedia. We also investigate the particular potential
for augmenting tail entities and properties in Sec-
tion 9.1.

The paper is structured as follows: Section 2 discusses
related work on knowledge base augmentation and

Shttps://www.wikidata.org/
Shttp://dbpedia.org
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data fusion, while Section 3 introduces the motivation,
problem statement and an overview of our approach.
Section 4 and 5 describe the detailed steps for entity
matching, data fusion and diversification, while Sec-
tion 6 describes the experiment setup followed by the
results in Section 7. We assess the potential to gen-
eralise our supervised approach across distinct types
in Section 8 and provide a thorough discussion of the
KBA potential of markup as well as limitations of our
work in Section 9 and conclude by proposing future
work (Section 10).

2. Related Work

In this section we review related literature. We focus
on two main lines of work on Linked Data, knowledge-
base augmentation and data fusion as the most closely
related fields to our work.

2.1. Knowledge-base Augmentation (KBA)

The main goal of KBA is to discover facts pertain-
ing to entities and augmenting Knowledge Bases (KB)
with these facts [35,12].

Some previous works have proposed approaches
that suggest augmenting KBs with internal data. Such
works typically focus on predicting the type [15] of
an entity or finding new relations based on existing
data [5,6,30]. Other prior works are more closely rele-
vant to our problem setup; in that they focus on predict-
ing relations with external data. Notable works pro-
pose the use of Wikipedia as a text corpus annotated
with entities, seek for patterns based on existing KB
relations, and further apply the patterns to find ad-
ditional relations for DBpedia [1] or Freebase [21].
News corpora have also been used for augmenting DB-
pedia with similar settings [11]. Paulheim et al. [22]
proposed to identify common patterns of instances in
the Wikipedia list page and apply the patterns to add
relations to the remaining entities in the list. Dong
et al. proposed ‘Knowledge Vault’ [7], a framework
for extracting triples from webpages and aims at con-
structing a KB from Web data. Dutta et al. [10] fo-
cus on the mapping of relational phrases such as facts
extracted by ‘Nell’ and ‘Reverb’ to KB properties.
Furthermore, they group the same semantic relation-
ships represented by different surface forms together
through Markov clustering. Recent works by Ritze et
al. use relational HTML tables available on the Web
to fill missing values in DBpedia [26,27]. The authors

propose to first match the tables to the DBpedia en-
tities, and then compare several data fusion strategies
such as voting and the Knowledge-Base Trust (KBT)
score to identify valid facts.

Ristoski et al. proposed an approach to enrich prod-
uct ads with data extracted from Web Data Com-
mons [25]. The approach extracts attribute-value pairs
from plain text and matches them to database enti-
ties with supervised classification models. The notable
methods described in previous works are tailored to
specific data sources, which have different character-
istics compared to markup data. Hence, merely adopt-
ing the existing methods to cater for markup data is
not sufficient. However, we have revised and adopted
some of the features in our proposed approach.

Other works suggest using the whole Web as a po-
tential data corpus through search engines [13,36].
QA-based approaches are often designed to facilitate
the filling of values of a specific set of properties, and
they rely on manually created templates. This limits
their application to constrained sets of properties.

Existing works typically assume that there is only
one true value for a property when resolving con-
flicts. In contrast, we focus on both diversity and com-
pleteness by catering for multiple correct values, as
multiple-cardinality properties are prevalent. Another
limitation of existing KBA works is that the novelty of
the discovered facts is ignored; there is an overlap be-
tween the result and the facts existing in a KB. On the
contrary, our approach aims at providing correct and
novel results that can be of immediate value to the KB.

2.2. Data Fusion

Data fusion is defined as “the process of fusing mul-
tiple records representing the same real-world object
into a single, consistent, and clean representation” [2].
In the context of the Semantic Web, previous works
on data fusion can be classified into two classes —
heuristic-based and probability-based.

Heuristic-based Methods. Schultz et al. introduced
‘LDIF’, that uses user provided heuristics to find du-
plicate real-world entities [29]. Mendes et al. proposed
‘Sieve’, which resolves conflicts in Linked Data from
different sources by selecting one value for each prop-
erty based on quality measures such as recency and
frequency [16,4]. ‘ODCleanStore’ provides heuristic-
based mechanisms such as max frequency for resolv-
ing conflicts during the fusion of Linked Data [14,20].
One of the limitations of such heuristics-based ap-
proaches is that they rely on the observation of a spe-
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cific dataset, which is often not generalizable for other
datasets. Furthermore, the heuristics usually focus on a
single aspect of the quality, e.g. recency or frequency,
while the quality of a resource is typically influenced
by multiple factors to varying degrees.

Probability-based Methods. Zhao et al. [39] pro-
posed an unsupervised probabilistic graphical model to
infer true records and source quality based on the false-
positives and false-negatives of the data source. In [8],
Dong et al. introduced data fusion techniques which
identify true subject-predicate-object triples, that are
extracted by multiple extractors and originate from
multiple sources [7]. In this work, authors selected and
adapted three existing data fusion techniques and im-
proved them with a series of refinements. Furthermore,
Pochampally et al. proposed to use joint precision and
joint recall to indicate correlation between sources in
order to penalize the copying between sources [24]. In
later work, the authors proposed a probabilistic model
to compute the Knowledge-Based Trust (KBT), i.e.,
a score for measuring the trustworthiness of the re-
sources [9]. KBT focuses on the general quality of a re-
source, and is computed based on the relation between
a resource and Freebase.

The major difference between our work and the
aforementioned works is that previous works focus
only on the correctness by measuring the quality of
the source. In contrast, we not only consider the source
quality but also the features of predicate and object of
a fact. Furthermore, our data fusion approach can bet-
ter adapt to dynamic data as it does not need to refuse
the entire dataset when new instances are added.

Our recently published work presents an entity sum-
marization approach that retrieves entities from WDC
and selects facts to build diversified entity descriptions
based on clustering [38]. While the main focus of our
previous work was diversification, in this paper we fo-
cus on both precision and diversity of the entity de-
scription.

3. Motivation & Approach
3.1. Motivation

Type-specific investigations [28,33,37] have shown
the complementary nature of markup data, when com-
pared to traditional knowledge bases, where the ex-
tent of additional information varies strongly between

types.

For a preliminary analysis of DBpedia, Freebase
and Wikidata, we randomly selected 30 Wikipedia en-
tities type Movie and Book and retrieve the correspond-
ing entity descriptions from all three KBs. We select
the 15 most frequently populated properties for each
type and provide equivalence mappings across all KB
schemas as well as the schema.org vocabulary man-
ually’. Since all vocabulary terms and types in the
following refer to schema.org, prefixes are omitted.
Figure 1 shows the proportion of instances for which
the respective property is populated for the movie
case. Indicated properties refer to the corresponding
schema.org term. There is a large amount of miss-
ing facts across all KBs for most of the properties,
with an average proportion of missing statements for
books (movies) of 49.8% (37.1%) for DBpedia, 63.8%
(23.3%) for Freebase and 60.9 % (40%) for Wikidata.

DBpedia ====3 Freebase =21 Wikidata ——
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Fig. 1. Proportion of book entity descriptions per KB that include
particular predicates.

7The mappings are online at: http://13s.de/~yu/
knowmore/
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In addition, coverage varies heavily across different
properties, with properties such as editor or translator
being hardly present in any of the KBs.

On the other hand, tail entities/types as well as
highly dynamic properties which require frequent up-
dates, such as the price tag of a product are prevalent
in markup data [19], yet tend to be underrepresented
in structured KBs. Hence, markup data lends itself as
data source for the KBA task. However, given the spe-
cific characteristics of markup data [37], namely the
large amount of coreferences and near-duplicates, the
lack of links and the variety of errors, data fusion tech-
niques are required which are tailored to the specific
task of KBA from Web markup.

3.2. Problem Definition

We consider data accumulated by extracting struc-
tured Web markup from Web documents which is
stored in n-quad format. We refer to such a dataset as
M, where the WDC dataset is an example. In M, each
entity description corresponds to a set of (s, p, o0, u)
quadruples, where s, p, 0, u represent subject, predi-
cate, object and the URL of the document from which
the triple has been extracted respectively. For a partic-
ular real-world entity e, usually there exist n > 0 sub-
jects s from the quadruples (s, p, o, u) which represent
distinct descriptions of e. We define e; = (s, p;,0;) as
the entity description of e corresponding to subject s.

As input for the KBA task we consider an entity de-
scription e, from a given KB representing a real-world
entity g. We define the KBA task from a given markup
corpus M given a knowledge base entity description e,
as follows:

Definition 1 KBA: For an entity g that has a corre-
sponding description e; in a KB we aim at selecting
a set of facts f; € F' from M which augment the KB
description e, for q. Each fact f; represents a valid
property-value pair {p;, 0;) describing the entity q.

We consider a fact valid for augmentation, if it meets

the following criteria:

— A fact is correct, i.e. consistent with the real world
regarding query entity g

— A fact presents novel information with regard to the
entity description e, of g in a given KB.

— The predicate p; of fact {p;,0;) should already be
reflected in a KBs given schema.
As defined in the last statement, we limit ourselves

to the augmentation of existing predicates for the sake

of this work. However, we include a detailed discus-

sion of the augmentation of statements involving new
properties relative to a given KB in Section 9.

3.3. Approach Overview
Our approach (KnowMore) for addressing the KBA
problem defined above, consists of two steps, namely

(i) entity matching, and (ii) data fusion. We introduce
the intuition behind each step below.

~~~~~~ ~
\

Facts to Augment e

Data Fusion

Entity
Descriptions

Entity Matching

Strucutured Web Data

Fig. 2. Overview of pipeline.

Entity matching. The first step aims at obtaining
candidate facts by collecting the set of co-referring en-
tity descriptions ¢; € E from M which describe g and
corefer to the entity description e, in a given KB. We
use a three step approach in order to efficiently achieve
high accuracy results.

— Blocking with standard BM25 entity retrieval on the
name field to reduce the search space.

— Data cleansing to improve general data quality.

— Validation based on a weighted similarity between

e, and the entity descriptions in E.

Hence, we retrieve the set E containing candidate en-
tity descriptions represented through facts f € F that
potentially describe g.

Data fusion. During the data fusion step, we aim at
selecting a subset F' C F that fulfills the attributes as
listed in 3.2. More specifically, we introduce data fu-
sion techniques (Section 5) based on supervised clas-
sification to ensure the correctness (Section 5.1), and
apply a diversification step to ensure novelty (Section
5.2).

We describe each step of the approach in the follow-
ing two sections in detail.

4. Entity Matching

The entity matching step (KnowMore ;) aims at
detecting a set of candidate entity descriptions e; €
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E with E C M which are likely to be coreferences
of a given KB entity description e,. We apply three
steps in KnowMore,, ., namely blocking, cleansing
and matching. These steps are applied iteratively over
all entities which are to be augmented.

4.1. Blocking

We apply the standard BM25 entity retrieval ap-
proach as a blocking technique to reduce the search
space. We created an index for each type-specific sub-
set using Lucene, and then use the label of e, to query
the field name within a type-specific index. Hence,
queries for a specific type/label-combination which
represents e, result in a set of candidate entity descrip-
tions Y € Ej that potentially describe the same entity
as e,. [34] shows that string comparison between la-
bels of markup entities is an efficient way for obtaining
potential co-references.

For instance, considering the query “Brideshead Re-
visited” (of type Book), as part of the the blocking step
we query the Lucene index after resolving object prop-
erties and obtain 1,657 entity descriptions consisting
of 15,940 quads. An excerpt of the result set is shown
in Table 1.

Table 1
Excerpt from the result set (1,657 entity descriptions in total)
for the query “Brideshead Revisited” (of type Book) after
blocking.

Node ID  Property Value

_mnodel author Evelyn Waugh
_model datePublished 1940

_nodel  isbn 9781904605577

_mode2  author Waugh, Evelyn

_mode2  publisher Back Bay Books.
_mode3 author Roger Parsley
_mode3  publisher Samuel French Ltd

4.2. Data Cleansing

Based on earlier work [17], which studied common
errors in semantic markup, we implement heuristics
described in this work and apply these to E as a cleans-
ing step thereby improving the quality of the data. In
particular, we implemented the heuristics as proposed
in [17] to:

— Fix wrong namespaces. Most namespace issues
seem due to typing errors, e.g. lacking a slash or
using https:// instead of http://. Another reason
is the misuse of the upper/lower-cases in a case-
sensitive context, e.g. use of Schema.org instead
of the valid term schema.org.

— Handle undefined types and properties. The
use of undefined types and properties are fre-
quent in Web markup data. Some of the unde-
fined types exist due to typos and the misuse of
the upper/lower-cases, e.g. the use of creative-
work for the intended type CreativeWork, where
simple heuristic can be applied to resolve these
issues.

Applying these heuristics improves the performance
of the subsequent step by providing a wider and im-
proved pool of candidates.

4.3. Entity Matching

As studied by Meusel et al. [19], resolving coref-
erences simply through pseudo-key properties does
not produce sufficient results when applied on Web
markup data. Thus, we adapt the entity matching ap-
proach described in [25] to filter out noise in Ey, for
instance, entity descriptions which are not relevant to g
but fetched through the initial blocking step due to am-
biguous labels. Our matching approach builds on the
assumption that the importance of distinct properties
differs when computing entity similarity, with pseudo-
key properties being the most decisive ones. For ex-
ample, instances of type Book which share the same
author have a higher probability to be equivalent than
books which share the same bookFormat.

In order to compute the similarity for each prop-
erty, we consider all properties as attributes of the fea-
ture space X = {aj,az,...,a,}, so that each entity
description e can be represented as a vector of facts
V= {fu1s fags - f }. We construct a similarity vec-

tor Sim(vK®, 7) between e, and each entity descrip-
tion e € Ey as in Equation 1.

m(vﬁ, ?) = {/lu17/laz7""/lan} (1)
Ag, = Sim(fX°, £.) @

In order to compute Sim(f?, f,,), we deploy sim-
ilarity metrics f which are datatype-specific, that is,
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we implemented one similarity measure for each
schema.org datatype, and automatically select the ap-
propriate metric. For instance, for text/literals, we de-
ploy cosine similarity. The source code of the similar-
ity metrics can be found online®.

We then train a supervised classification model, to
make the decision whether or not ¢ is a match for e,.
We experimented with several state-of-the-art classi-
fiers (SVM, kNN with varying ks and Naive Bayes).
Since Naive Bayes achieves a precision that is 14%
higher than the best SVM (linear kernel), and 23%
higher than the best KNN (k = 3), we rely on a trained
Naive Bayes classifier. The classification and cluster-
ing implementation in our approach is built on top of
the Java-ML toolkit®. The training data is described in
Section 6.2. This step results in the set of co-referring
entity descriptions e¢; € E which provide the candidate
facts f; € F for the following steps.

Referring to our example, after removing the un-
matched entity descriptions through the entity match-
ing step from the blocking result, there are 44 matched
entity descriptions remaining in the result set. Some
examples are shown in Table 2, where, for instance,
_:node3 had been removed since it refers to the stage
play rather than the book and does not match entity q.

Table 2
Excerpt from result set (44 entity descriptions in total) for
the query, “Brideshead Revisited” (of type Book) after entity
matching.

Node ID  Property Value

_mnodel author Evelyn Waugh
datePublished 1940
9781904605577

_:nodel

_:nodel isbn

_mode2  author Waugh, Evelyn

_mode2  publisher Back Bay Books.

5. Data Fusion

This step aims at fusing candidate entity descrip-
tions in E by detecting the correct and novel facts
f' € F' with F' C F to augment e,.

8http://13s.de/~yu/knowmore/
%http://java-ml.sourceforge.net/

5.1. Correctness - Supervised Classification

The first step (KnowMore,s) aims at detecting
correct facts by learning a supervised model that pro-
duces a binary classification for a given fact f € F
into one of the labels { ‘correct’, ‘incorrect’}. We rely
on a Naive Bayes classifier since our experiments have
shown superior performance over SVM with a preci-
sion increase of 10.01% compared to SVM (linear ker-
nel).

We introduce the features used for our supervised
learning approach in Table 3 and describe them in de-
tail below. Through an initial data analysis step, all fea-
tures have been identified as potential indicators of fact
correctness.

While we aim to detect the correctness of a fact, we
consider characteristics of the source, that is the Pay-
Level-Domain (PLD) from which a fact originates, the
entity description, the predicate term as well as the fact
itself. The four different categories are described be-
low.

Source level. As has been widely studied in pre-
vious works, source quality is an important indicator
for data fusion [39,24,9]. Features #/,i € [1,3] con-
sider the PageRank score as an authority indicator of
the PLD from which a fact is extracted, assuming a
higher PageRank indicates higher authority and hence
quality. The intuition behind features #/,i € [4,9] is
that, there is a higher potential of a PLD to provide in-
correct facts if more errors have been detected across
markup from a respective PLD. We consider the rate
of common errors detected based on previously identi-
fied heuristics [17] to compute #/, i € [4, 6] and the pre-
cision of a PLD computed based on our ground truth
(Section 6.2) as quality indicators and hence extract
feature #/,7 € [7,9].

Entity level. Based on the data analysis, entity de-
scriptions containing a large number of facts are usu-
ally of higher quality. Thus, we use the size of entity
descriptions, reflected through features #¢,i € [1, 3], as
additional indicator of quality.

Property level. The quality of facts strongly varies
across predicates, as identified in previous studies [37,
19], with some properties being more likely to be part
of a correct fact than others. One example of a predi-
cate often included in incorrect statements is datePub-
lished of a movie, that is often mistakenly used to de-
scribe the publishing time of the Web document. Fol-
lowing this observation, we extract features tf’ ,i €
[1,5] to consider characteristics of the involved predi-
cate terms, such as their frequency.
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Table 3

Features for supervised data fusion from markup data.

Category Notation  Feature description
S level 1,15, 15 Maximum, minimum, average PageRank score of the PLDs
ource teve containing fact f
A Maximum, minimum, average percentage of common errors
[17] of the PLDs containing fact f
o, 13, 1o Maximum, minimum, average precision (based on training
data) of the PLDs containing fact f
Entity level 1,15, 15 Maximum, minimum, average size (number of facts) of e, con-
taining f
] Predicate term
th Predicate frequency in F
Property level » .
14 Amount of clusters of predicate p
A Average cluster size of predicate p
Tt Variance of the cluster sizes of predicate p
Fact level t{ Fact frequency in F
act leve
Tté Normalized cluster size that f belongs to

t-features extracted based on clustering result

Given that our candidate set contains vast amounts
of near-duplicate facts, often using varied surface
terms for the same or overlapping meanings, we ap-
proach this problem through clustering of facts. We
employ the X-Means algorithm [23], as it is able to
automatically determine the number of clusters. This
clustering step aims at grouping or canonicalizing dif-
ferent literals or surface forms for specific object val-
ues. For instance, Tom Hanks and T. Hanks are equiv-
alent surface forms representing the same entity. To
detect duplicates and near-duplicates, we first clus-
ter facts that have the same predicate p into n clus-
ters (c1,c2,- - ,¢y) € C. In this way, considering
string similarity, we can canonicalize equivalent sur-
face forms. The performance of the clustering on re-
moving near duplicates is discussed in Section 7.3. An-
other challenge considered here is the cardinality of
predicates. Depending on the predicate, the number of
potentially correct statements varies. For example, ac-
tor is associated with multiple values, whereas dura-
tion normally has only one valid statement. This is re-
flected in the cluster amount n for a given predicate
(#5). The intuition behind feature 7} is that the aver-
age size of clusters is a indicator of the frequency of
facts in p which usually correlates with the quality.
Feature £ is extracted based on the observation that
in most cases, wrong facts have lower frequency than

average, thus the variance is larger if there are wrong
facts among the facts of p.

Fact level. Fact frequency [16] has been used in pre-
vious data fusion works and is shown to provide effi-
cient features for determining the correctness of facts.
Based on these insights, we extract features rf ,i €
[1, 3]. We consider the size of a cluster as feature tg in-
dicating the frequency of a fact, where the normalized
size of cluster c¢; is lail/ 3 |ejl.

From the computed features we train the classifier
for classifying the facts from F into the binary labels
{‘correct’, ‘incorrect’}. More details about the train-
ing and evaluation through 10-fold cross-validation are
presented in Section 7.2. The ‘correct’ facts form a set
F!,, that is the input for next steps.

Referring to our running example, after removing
wrong facts from the candidate facts, such as datePub-
lished: 1940 through the classification step, we ob-
tain 37 correct facts in the result set for the query
Brideshead Revisited, type:(Book). An excerpt of the
resulting facts are shown in Table 4.

5.2. Novelty
A fact f is considered to be novel with respect to

the KBA task, if it fulfills the conditions: i) not dupli-
cate with other facts selected from our source markup
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Table 4

Excerpt from result set (37 distinct correct facts) for query
“Brideshead Revisited” (of type Book) for KnowMore iqss.

Class Property Value

correct s:author Evelyn Waugh
correct s:isbn 9781904605577
correct s:author Waugh, Evelyn
incorrect  datePublished 1940

correct s:publisher Back Bay Books.

corpus M, ii) not duplicate with any facts existing in
the KB. Each of these two conditions corresponds to a
diversification step.

Diversification with respect to M (KnowMoreg;,).
As introduced in Section 5.1, we detect near-duplicates
via clustering. For each predicate p, all the facts f =
(p, 0;) corresponding to p are clustered into n clusters
{c1, co, -+ ,c,}. Each cluster ¢;,i = 1,...,n contains
a set of near-duplicates. To fulfill i), we select only
one fact from each cluster by choosing the fact that is
closer to the cluster’s centroid. This results in the fact
set F’,;, that is the input for next diversification step.

Diversification with respect to KB (KnowMore,,,).
We compute the similarity Sim(f;, fxp) between facts
fxp 1n a respective KB for a particular predicate p and
facts f; for the same (mapped) predicate p in F;;, with
the datatype-specific similarity metrics as introduced
in Section 4. If Sim(f;, fxp) is higher than a threshold
7, we remove the fact along with its near-duplicates,
i.e. the facts in the same cluster from the candidate set
F’. We explain 7 and its configuration during the ex-
perimental Section 6.3. The facts selected from F’ in
this step are the final result for augmenting the KB. Re-
ferring to the example, the fact author: Waugh, Evelyn
is removed during the diversification with regard to M
as it is a duplicate of fact author: Evelyn Waugh, yet
has been selected as more representative.

With respect to the KBA task, consider the augmen-
tation of the example entity “Brideshead Revisited” (of
type Book) as illustrated in Table 5. The example facts
#2 and #3, would be valid results of the KBA task for
DBpedia since they are novel, while only fact #2 is a
valid augmentation for Freebase and Wikidata as it is
the only fact that is novel.

6. Experimental Setup

Here we describe the experimental setup for our
evaluation.

Table 5
Novelty of correct, distinct facts with regard to KBs for the
query “Brideshead Revisited” (of type Book).

ID Fact DBpedia Wikidata Freebase
author, Evelyn Waugh X X X
isbn, 9781904605577 v v v
3 publ, Back Bay Books ¢ X X
6.1. Data

Dataset We use the WDC2015 dataset'®, where we
extracted 2 type-specific subsets consisting of entity
descriptions of the schema.org types Movie and Book.
Initial experiments indicated that these types are well
reflected in the WDC2015 datasets, and at the same
time, their facts are comparably easy to validate man-
ually when attempting to label a ground truth. The
Movie subset consists of 116,587,788 quads that corre-
spond to 23,334,680 subjects/nodes, and the Book sub-
set consist of 174,459,305 quads and 34,655,078 sub-
jects.

Entities & KBs to Augment As input for the
KBA task, we randomly select 30 entities for each
type Book and Movie from Wikipedia. We evaluate
the performance of our approach for augmenting en-
tity descriptions of these 60 entities obtained from
three different KBs: DBpedia (DB), Freebase (FB) and
Wikidata (WD). For DBpedia, we retrieve entity de-
scriptions through the SPARQL endpoint'! where re-
source URIs were obtained by replacing the Wikipedia
namespace of our selected entities with the DBpedia
resource path. URIs of corresponding Freebase and
Wikidata entity descriptions are obtained through the
owl:sameAs links present in DBpedia. Using these
URISs, the respective entity descriptions are obtained
through the latest available version of Freebase!? (ac-
cessed Sep 30, 2016) and the Wikidata SPARQL end-
point!3.

The full list of entities can be found online®. A
preliminary analysis of the completeness of these ob-
tained entity descriptions is shown in Figure 1 in Sec-
tion 3.1.

Ohttp://webdatacommons.org/structureddata/
index.html#toc3

Uhttp://dbpedia.org/sparqgl

Zhttp://commondatastorage.googleapis.com/
freebase-public/rdf/freebase-rdf-latest.gz

Bhttps://query.wikidata.org/sparql/
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Properties to Augment To simplify the schema
mapping problem between WDC data and the re-
spective KBs while at the same time, taking ad-
vantage of the large-scale data available in our cor-
pus, we limit the task to entities annotated with the
http://schema.org ontology for this experiment. Pre-
vious works have shown that schema.org is the only
vocabulary which is consistently used at scale [19].
We manually create a set of schema mappings that
maps the schema.org vocabularies to the DB, FB,
WD vocabularies. For this, we first select all the
schema.org predicates appearing in F. We identify
the ones that have equivalent properties within all in-
volved vocabularies and create equivalence mappings
(owl:equivalentProperty). The list of predicates and
the mapping statements can be found online?®.

6.2. Ground Truth & Metrics

6.2.1. Ground Truth via Crowdsourcing

Entity Matching. We used crowdsourcing to build
a ground truth by acquiring labels for each ¢; € E.
In each case, crowd workers were presented with the
entity description e, i.e. the Wikipedia page, and en-
tity description e; € E, and were asked to validate
e; as either valid, invalid or insufficient information
to judge with respect to e,. We deployed the task on
CrowdFlower!'#, and gathered 5 judgments from dis-
tinct workers on each (g, e; € E) pair. To ensure high
quality, we restricted the participation to Level 3 work-
ers alone!”. In addition to this, we used test questions
to flag and reject untrustworthy workers. Workers were
compensated at the rate of 6 USD cents per judgment.
On average, workers performed with an accuracy of
92% on the test questions, indicating high reliability.
The inter-rater agreement between workers was 89%
using pairwise percent agreement (PPA). By applying
this process on Ey, we obtain 89 (180) valid and 128
(118) invalid entity descriptions for Movie (Book) en-
tities respectively.

Data Fusion - Correctness. Similarly, we used
crowdsourcing to build a ground truth for the correct-
ness of facts f; € F. For the valid entity descrip-
tions in E, we acquire labels for all distinct facts, as
either correct or incorrect with respect to g. We ac-
quired 5 judgments from distinct workers for each en-
tity and corresponding facts through Crowdflower. We

14http :www.crowdflower.com/
15Level 3 workers on CrowdFlower have the best reputation and
near perfect accuracy in hundreds of previous tasks.

used similar quality control mechanisms as in the en-
tity matching task. Workers were compensated at the
rate of 6 USD cents per judgment. Workers performed
with an accuracy of 95% on the test questions. The
inter-rater agreement between workers was 86.9% us-
ing pairwise percent agreement (PPA). This indicates a
high reliability of the ground truth. This process results
in 371 (out of 456) and 298 (out of 341) correct facts
for Movie and Book dataset respectively. Distinct facts
were obtained by removing duplicate literals, null val-
ues, URLSs and the unresolved objects (e.g. node3 that
could not be resolved in the dataset). The ground truth
is publicly available 8.

Data Fusion - Novelty. We built corresponding
ground truths for validating (i) diversity within M, as
well as (ii) novelty with respect to the different KBs.
Three authors of this paper acted as experts and de-
signed a coding frame to decide whether or not a fact
is novel. After resolving disagreements on the coding
frame on a subset of the data, every fact was associated
with one expert label through manual deliberation. We
followed the guidelines laid out by Strauss [31] during
the coding process. Distinct facts were obtained by re-
moving duplicate literals, null values, URLs and unre-
solved objects.

6.2.2. Metrics
We consider distinct metrics for evaluating each step

of our approach.

— Entity matching. Precision P - the percentage of en-
tity descriptions e; € E that were correctly matched
to e,4, R - the percentage of ¢; € Ej that were cor-
rectly matched to KB, and the F'1 score.

— Correctness. We evaluate the performance of the ap-
proaches through standard precision P, recall R and
F'1 scores, based on our ground truth.

— Novelty. We evaluate the performance of both sub-
steps: 1) diversification with respect to M (Know-
Moreg;,), ii) diversification with respect to a given
KB (KnowMore,,,). For i), we compute Dist% -
the percentage of distinct facts within the respective
result set. We compare between Dist% (F’,) and

Dist% (F/,,,,), that is, before and after the diversi-

fication within M. For (ii), we measure the novelty

as Nov - the percentage of novel facts - and com-
pare between Nov (Fl;) and Nov (F’), that is, the
novelty before and after this step.
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6.3. Configuration & Baselines

Configuration. We deploy our approach as de-
scribed in Section 4.3 and 5. We experimentally iden-
tified the best value of threshold 7 = 0.5.

Baselines. We consider 2 different baselines and
compare (KnowMore ,ss) With PrecRecCorr that is
proposed by Pochampally et al. [24] and CBFS [38].
To the best of our knowledge, the CBF'S approach is
the only available method so far directly geared to-
wards the challenges of markup data, while PrecRec-
Corr represents a recent and highly related data fusion
baseline.

— PrecRecCorr@k: facts selected based on the ap-
proach from candidate set . We consider each PLD
as a source and implemented the exact solution as
described in the paper. We use the threshold as pre-
sented in the paper, i.e. 0.5, to classify facts.

— CBFS: facts selected based on the CBF'S approach
from F. The CBFS approach clusters the associ-
ated values at the predicate level into n clusters
(¢1,¢9,-++ ,¢,) € C. Facts that are closest to the
cluster’s centroid of each cluster are select, provided
they meet the following criteria:

cjl > B - max(|ex]), cx € C 3)

where |c;| denotes the size of cluster c¢;, and B is a
parameter used to adjust the number of facts. In our
experiment, 3 is empirically set to 0.5, which is the
same as the best-performing setup as defined in the
original paper.

7. Evaluation Results

In this section, we present experimental results ob-
tained through the setup described in the previous sec-
tions.

7.1. Entity Matching

While the entity matching step (KnowMoregep) is
a precondition for the subsequent fusion step, we pro-
vide evaluation results for this step and compare it to
entity descriptions obtained through BM25 @k as base-
line. Since we obtain the corresponding URIs of Free-
base and Wikidata entities through the sameAs link in
DBpedia, here we present only the result of matching
entity descriptions to DBpedia. Table 6 shows the eval-
uation results of the standard precision P, recall R and
F1 scores.

Table 6

Performance of KnowMore, .., and baselines.

Movie Book
Approach P R F1 P R F1
KnowMorepm,en 0943 0742 0.83 088  0.894 0.887
BM25@20 0.592 0.831 0.692 0.219 0.722 0.336
BM25@50 0.406 1.000 0.578 0.124 1.000 0.220

As presented in Table 6, our supervised matching
approach achieves high F1 scores of 0.83 and 0.887 re-
spectively, thereby outperforming the BM25@20 and
BM25@50 baselines and providing a sound set of can-
didates for the subsequent step.

7.2. Correctness - Data Fusion

The result of KnowMore,,s; are shown in Table 7.

Table 7

Performance of KnowMore,,ss and baselines.

Movie Book
Approach P R F1 P R F1

KnowMore,ss 0967 0.88 0921 0.886 0.874 0.88
PrecRecCorr 0924 0.861 0.891 0.893 048 0.624
CBFS 0.868 0.740 0.799 0.849 0.834 0.842

The presented F1 score of the PrecRecCorr baseline
is the best possible configuration for our given task,
where we experimented with different decision mak-
ing parameters ([0,1], gap 0.1) as discussed in [24] and
identified 0.5 experimentally as the best possible con-
figuration. We observe that the F'1 score of our ap-
proach is 25.6% higher than PrecRecCorr and 3.8%
higher than CBFS on average across datasets. This in-
dicates that our approach provides the most efficient
balance between precision and recall across the inves-
tigated datasets, when applied to the novel task of data
fusion from Web markup. Although, the precision of
the baseline approach PrecRecCorr is insignificantly
(0.7%) higher than the one from KnowMore_,ss on the
Book dataset, the baseline fails to recall a large amount
of correct facts, where the recall of KnowMore ;s is
approximately 39.4% higher. This also is reflected in
the average size of entity descriptions obtained through
both approaches, where the entity descriptions from
PrecRecCorr consist of 4.88 statements on average,
and the ones from KnowMore., are 8.83, indicat-
ing a significantly larger potential for the KBA task.
A more detailed discussion of the potential impact on
the KBA task is provided in Section 9, investigating
the KBA potential beyond the narrow definition of the
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investigated task of this setup, e.g. by augmenting ad-
ditional predicates not already foreseen in a given KB
schema or to populate KBs with additional entities.

7.3. Novelty

This section presents the evaluation results for the
diversification steps introduced in Section 5.2.

Diversity. Table 10 presents the evaluation result be-
fore (Dist% (F,,,,)) and after (Dist% (F’;,)) the step
KnowMoreg;,.

Table 8
Diversity Dist% before and after diversification.

Dataset Dist%(F.,,) Dist%(Fj;,)
Movie 94.8 96.1
Book 82.1 95.6

The novelty of facts improves 1.3% for the Movie
dataset and 13.5% for the Book dataset (Table 10). The
less significant improvement gain for the Movie dataset
presumably is due to the nature of the randomly se-
lected Movie entities. As these appear to be mostly tail
entities, candidate facts in our markup corpus M are
fewer and less redundant. Hence, the amount of dupli-
cates and near-duplicates is smaller, reducing the effect
of the diversification. Diversification is of particular
importance for popular entities and well-represented
entities.

Novelty with respect to KB. The results before (Nov
(Fl;,))and after (Nov (F')) the diversification for spe-
cific KBs are presented in Table 9.

Table 9
Novelty of F,;, and F’ with respect to target KBs.

Movie Book
KB Nov(F};,) Nov(F') Nov(Fj;,) Nov(F')
DBpedia  0.631 0.964 0.736 0.948
Freebase 0.527 0.739 0.639 0.928
Wikidata 0.412 0.9 0.705 0.955

This step improves novelty by 29.7% on average
across datasets and KBs, by reducing the amount of
facts from 254 to 180 for DBpedia, to 175 for Freebase
and to 149 for Wikidata. Our final result F’ shows a
novelty of 90% in most cases, what translates to a mi-
nor amount of near-duplicates and a sufficient novelty
for augmenting the target KBs.
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Fig. 3. Proportion of augmented entity descriptions with
KnowMore. Only predicates which were augmented in at
least one KB are shown.

7.4. Coverage Gain

On average across all KBs, more than 50% of the
facts obtained in F;, are novel with respect to a given
KB. Figure 3 shows the percentage of filled slots (of
the previously empty ones) per predicate and KB for
our selected 30 entities (per type). For instance, within
the Movie case, for property actor we were able to
populate 100% of the missing facts in both DBpedia
and Freebase. We observe that the obtained gain varies
strongly between predicates and entity types, with a
generally higher gain for book-related facts.
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Fig. 4. P, R and F1 score using different size of the training data for KnowMoreacn. X-axis shows the percent of training data,

Y-axis shows the P/R/F1 value.
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Fig. 5. P, R and F1 score using different size of training data for KnowMore qss. X-axis shows the percent of training data, Y-axis

shows P/R/F1 value.

8. Evaluation of Generalisation Potential

As introduced earlier, our approach has been trained
on two specific types (Book and Movie). The intuition
behind this choice is that (i) different properties have
varied contribution on different types when comput-
ing the similarity between entity descriptions in the
entity matching step and (ii) particular features such
as predicate term 7] increase the feature space when
introducing new types and associated properties. To
this end, we have restricted our experiments to partic-
ular types to reduce the required training data. How-
ever, given the type-agnostic nature of most features,
it seems reasonable to anticipate comparable perfor-
mance even when applying our approach across types.
In this section, we evaluate the generalisation of the
KnowMore approach with respect to two aspects: 1)

the scale of training data required for the supervised
fusion step, 2) the performance of our approach when
trained with cross-type training data, as opposed to
type-specific sets.

8.1. Scale of required Training Data

As described in Section 6.2, our ground truth con-
sists of judgments for 217 (298) entity descriptions
for Movie (Book) entities for the entity matching step
KnowMore,,q e, and 456 (371) facts of Movie (Book)
entities for the data fusion step KnowMore,,s. The
experimental evaluation in Section 7 is based on the
averaged P/R/F1 scores from a 10-fold cross validation
(90% training and 10% testing). To evaluate how per-
formance is affected by the scale of the training data,
we have conducted our experiments with subsets of the



14 Instructions for the preparation of a camera-ready paper in BIEX

data which vary in size. In particular, for each type,
we run 10 experiments where the subset of the training
data uses n percent of the original training data set and
n is in the range of [10, 100]. 10-fold cross-validation
is performed for each n.

Figure 4 presents the results for KnowMoreach,
where the X-axis indicates the size of the training data
and the Y-axis shows the P/R/F1 scores. The F1 score
reaches 0.8 (0.88) at 60% (40%) percent of training
data, and the P, R and F1 curves become steady with
training data sets of the size of 80%(50%) for the
Movie (Book) type, i.e. training data sets of at least 130
(119) entity descriptions for the Movie (Book) type.

Similar characteristics can be observed for the
KnowMore,,ss approach in Figure 5, where the F1
score reaches 0.89 (0.87) at 70% (70%) of training data
for Movie (Book). Hence, results suggest that even with
comparably limited amounts of training data, reason-
able performance can be achieved, thereby supporting
the application across types and datasets. For instance,
the cost for retrieving 80% (70%) of our entity match-
ing (data fusion) ground truth from CrowdFlower with
the approach as described in Section 6.2, is less than
15 USD and the time required is less than 24 hours for
each type.

8.2. Model Performance across Types

In this section, we assess the performance of Know-
More across different types, i.e. without a type-
specific training phase. Thus, we merge the afore-
mentioned type-specific datasets Book and Movie and
perform a 10-fold cross-validation using the query
sets for both types. The averaged performance of
KnowMorey,.;, on this cross type dataset is P =0.782,
R = 0.892, F1 = 0.833, where the precision is lower
than the type-specific results (Section 7), but the over-
all performance and F1 score is still comparable, the
latter being slightly above the F1 score of the type-
specifically trained Movie model (0.83). The result of
KnowMore,ss is P = 0902, R = 0.825, F1 = 0.862.
Where the precision is higher than the type-specific re-
sult for Book model (0.886) and lower than the one
from the Movie model (0.967). This suggests that our
approach can work on models trained on cross-type
data. Further studies are required with more diverse
query as well as datasets, involving larger amounts of
types, to fully validate this finding.

9. Discussion & Limitations
9.1. Potential of KBA from Web Markup

Beside the specific KBA task evaluated in this pa-
per, where we aim at populating a fixed set of proper-
ties from a given KB schema, markup data shows sig-
nificant potential to augment KBs with properties not
yet present at all in KBs. Investigating the data from
our two datasets (Movie, Book) and another set of 30
randomly selected entities of type Product, shows that
a large proportion of statements involve properties not
yet present in any of the KB schemas. For instance, for
movies (books), 62.5% (66.8%) of entity descriptions
in F contain facts not yet present in our set of mapped
predicates. Comparing product descriptions from F,
we detect 20.6% statements containing properties not
yet present in the DBpedia ontology at all (verified
through manual inspection).

In addition, we observe a considerable potential for
augmentation of KBs with new entities, as opposed to
augmenting existing ones. To assess performance in
such cases, we randomly select 30 names of products
under the requirement that each appears in at least 20
different PLDs in WDC, to ensure that there is suffi-
cient consensus on the name being a legitimate product
title. Manual inspection confirmed that none of such
randomly selected products is represented in DBpedia.
Table 10 shows the performance of KnowMore ;s
and our baselines on this dataset.

Table 10

Data fusion performance for Product entities.

Approach P R F1

KnowMore,ss 0.983 0.927 0.954
PrecRecCorr 0.827 0.485 0.611
CBFS 0.876  0.686 0.769

Results indicate that the performance gain of our ap-
proach is particularly evident on such long-tail entities
as represented in our Product dataset.

9.2. Limitations

Results demonstrate that KnowMore is able to ex-
ploit Web markup data for KBA tasks. Further im-
provement can be gained by applying our approach on
a focused crawl, targeted towards a specific KBA task,
such as movie enrichment, rather than a cross-domain
Web crawl such as the WDC/Common Crawl.
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In contrast to related KBA approaches such as [13]
or [36], it is worth noting that our approach is trained
for particular entity types only, not towards particu-
lar properties, as is the case with the aforementioned
approaches. Hence, KnowMore can be adapted to a
wider range of scenarios with less effort than previous
KBA approaches. In addition, we have demonstrated
in Section 8.2 that our models can potentially gener-
alise across types.

Performance strongly differs between query sets,
and hence, type-specific markup datasets what pre-
sumably is caused by the variance in quality and quan-
tity of facts in the WDC corpus between distinct types.
Particular challenges arise from entities with a large
amount of co-references, where data usually originates
from a wide variety of sources with varying degrees of
quality. Compared to the baselines, our results indicate
a particular strong performance gain of our approach
in such cases.

One limitation is our exclusive focus on schema.org
statements. This constraint is motivated by the costli-
ness of providing high-quality schema mappings be-
tween markup statements and three KBs and the fact
that schema.org is the vocabulary of most widespread
use [19]. While schema.org adopters usually are moti-
vated by the goal to improve their search result rank-
ings, one assumption is that other vocabularies might
show a different distribution of types and predicates,
due to distinct motivations. This deserves deeper in-
vestigation as part of future work.

It is also worth noting that our KBA task setup ig-
nored a large part of the markup data, i.e. 49.3% of
facts in our type-specific subsets do not involve any of
our selected schema.org properties. To consider other
vocabularies, we are currently aiming at including a
preliminary schema matching step with the intention
of improving recall further.

Another important aspect concerns the temporal na-
ture of fact correctness, specifically for highly dynamic
predicates, such as the price tag of a particular product.
While we do not consider temporal features as such,
we argue that the dynamic nature of markup annota-
tions is well-suited to augment particularly dynamic
statements. This suggests particular opportunities for
updating or complementing KBs with dynamic knowl-
edge sourced from Web markup.

10. Conlusions and Future Work

We have introduced KnowMore, an approach to-
wards knowledge base augmentation from large-scale

Web markup data, based on a combination of en-
tity matching, data fusion and diversification tech-
niques. We apply our method to the WDC2015 corpus
as largest publicly available Web markup crawl (ap-
prox. 20 billion quads) and augment three established
knowledge bases, namely Wikidata, Freebase and DB-
pedia. Evaluation results suggest superior performance
of our approach with respect to diversity as well as cor-
rectness compared to state-of-the-art data fusion base-
lines, with an F1 score increase of 11.7% respectively
6.5% compared to the two baselines across datasets.
Our experimental results indicate comparably consis-
tent performance across a variety of types, whereas
the performance of baseline methods tends to vary
strongly.

Our evaluation of the KBA task on two types
demonstrates a strong potential to complement tra-
ditional knowledge bases through data sourced from
Web markup. We achieve a 100% coverage for partic-
ular properties, while providing significant contribu-
tions to others. In addition, we demonstrate the capa-
bility to augment KBs with additional entity descrip-
tions, particularly about long-tail entities, where for
randomly selected entities of type Product from WDC,
we are able to generate new entity descriptions with an
average size of 6.45 facts.

While our experiments have exploited the WDC cor-
pus, we will consider more targeted Web crawls, which
are better suited to augment entities (or properties) of
a particular type or discipline. Here, targeted datasets
which are retrieved with the dedicated aim to suit a
particular KBA task are thought to further improve the
KBA performance. Another identified direction for fu-
ture research is the investigation of the complementary
nature of other sources of entity-centric Web data, for
instance, data sourced from Web tables, when attempt-
ing to augment KBs.

Additional objectives for future work have surfaced
during the experiments. For instance, identity resolu-
tion problems might occur during the matching step
originating from different meanings of a particular en-
tity. Current work aims at pre-clustering result sets into
distinct entity meanings, from which we will be able to
augment distinct disambiguated entity descriptions. Fi-
nally, we are investigating an iterative approach which
enables the generation of entity-centric knowledge
graphs of a certain length (hop-size), rather than flat
entity descriptions. This would further facilitate re-
search into the generation of domain or type-specific
knowledge graphs from distributed Web markup.
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