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Cover letter

Dear SWJ Editors-in-Chief,

We would like to submit the revised manuscript entitled "Ripple Down Rules for Question Answering" to
the Special Issue of the Semantic Web Journal on Question Answering over Linked Data.

The guest editors, Prof. Christina Unger and Prof. Axel Ngonga, informed us of a “major revision”
decision for our original manuscript (SWJ submission 956-2167). Based on the reviewers’ comments,
we have made changes which are detailed as follows.

RESPONSE TO GUEST EDITORS:

We have added materials to address issues raised by the reviewers. The major changes are:

e We have restructured section 4.3 to add a new subsection 4.3.3 “Porting to other domains”. This
new subsection is to illustrate the process of extending an existing knowledge base to analyze
DBpedia and biomedical test questions.

¢ We have added question analysis evaluation results on DBpedia and biomedical test questions
in section 5.1.2.

RESPONSE TO REVIEWER 1:

3.1. The query format used in this section should be explained more carefully. The example ‘'which univ
does Pham Duc Dang study in' introduces a term1 'university' which seems to be a concept/category
term. How is this handled in the automatic translation to SPARQL?

We have modified section 3.1 and appendixes A and B to clarify the format.

KbQAS does not translate the intermediate representation of an input question to a SPARQL
guery. In KbQAS, the Ontology mapping module is responsible for finding elements of the target
ontology, in which these elements are corresponding to the terms in the input question. We
have modified section 3.4 to clarify this.

3.1./3.2. The examples shown in these sections seem rather straightforward compared to questions in
the most recent editions of QALD (www.sc.cit-ec.uni-bielefeld.de/qald/). The remarks at the end of
section 5, concerning the impossibility of answering comparative questions (who has the highest GPA)
also suggest that the scope of questions is rather limited. Please elaborate on this.

We have clarified section 5.2 to show that the impossibility of answering comparative questions
comes from the answer retrieval component of KbQAS. In section 5.2, we present answering
results to questions which are successfully analyzed by the question analysis component. The
question analysis component of KbQAS enables to analyze comparative questions.

For example, as shown in table 5, the Viethamese and English knowledge bases for question
analysis contain 5 and 8 structure patterns of comparative questions, respectively.

3.3.2. 'a manual dictionary is built for describing concepts..in the ontology’, and 'a phrase is matched by
one of the relation patterns'. How much manual labor is involved in this, and how does it compare to the
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development of question patterns described later? In particular, do these steps not also make the
translation process dependent on the ontology in undesirable ways?

We thank for the questions. We have improved section 3.3.2.

The dictionary contains concepts which are (automatically) extracted from the (any) target
ontology (or domain). However, there is no publicly available WordNet-like semantic lexicon for
Vietnamese. So we manually add synonyms of the extracted concepts to the dictionary (This
process is fast due to the small number of synonym concept pairs).

As presented in section 3.3.2, the dictionary is only used to determine whether a noun phrase in
Vietnamese is a concept or entity type, together with two other heuristics. It is not used to
identify noun phrases. To indentify noun phrases and relation phrases in Vietnamese, we used
five JAPE grammar patterns (It was quickly to develop these five patterns based on Vietnamese
language grammars).

Importantly, these steps do not make the translation process dependent on the target ontology
in undesirable ways.

The crucial task is to identify noun phrases, question phrases and relation phrases because
these phrases are used to capture the question structure patterns. The concept or entity type
information inside the noun phrases is helpful but not so important. If the concept or entity type
information exists, it could somehow reduce the ambiguities in Viethnamese question patterns.
Otherwise, we simply add exception rules into the knowledge base to handle ambiguity cases.

Specifically, when applying our question analysis approach to English, we constructed a
knowledge base for English guestion analysis without having any concept or entity type
information available, as illustrated in section 4.3.

(We reused the JAPE grammar patterns which Aqualog [27] had used to identify phrases in
English, in which these patterns did not produce any information about concept or entity type.)

4. rules for question analysis

It is hard to understand the details of this section, as it uses an idiosyncratic notation for queries. Is it
possible to show the output of the matching process as (schematic) SPARQL queries?

We have clarified section 4. We believe it is possible to build a knowledge base for question
analysis, which directly converts the input questions into SPARQL queries. So we have modified
the conclusion and future work section to include this.

The most important argument for the method presented in this section seems to be development time.
Can you also say something about expressive power. For instance, does the formalism and method
allow implementation of rules for comparative questions, list questions, complex (indirect) questions,
etc, as used in the QALD competitions?
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We thank for your question. We have added a new subsection 4.3.3 to illustrate the process of
building knowledge base to handle the DBpedia and biomedical test questions in the QALD
workshop. The illustration in section 4.3.3 specifies on comparative and list questions.

We have updated table 5 to detail the number of question structure patterns corresponding to
each question structure type. Please find more complex questions in our online demo for
guestion analysis at http://150.65.242.39:8080/KbEnQA/

5. Evaluation

You evaluate on an in house ontology, developed manually using Protege. This makes it very hard to
compare your results to other work. Also, it seems the scope of the ontology is very limited, compared
to current work on QA for DbPedia. The evaluation would be much more convincing, if it also included
results for QA over an open domain LOD set such as DbPedia or similar, large, open, resource.

We thank for your suggestion. We have modified section 5.1.2 to include question analysis
results on 50 DBpedia test questions from QALD-1 and 25 biomedical test questions from
QALD-4. We also have modified the conclusion and future work section to include a future
extension of our Viethamese question answering system to an open QA domain.

(In this manuscript, we aim to present a language-independent question analysis approach and
a Viethamese ontology-based question answering system. So we separately evaluated those.)

Half of the correct answers in table 9 require interaction with users. Please explain what this amounted
to.

Table 9 presents answering results to questions which the question analysis component
successfully processed.

Half of the correct answers require interaction with users because the answer retrieval
component asked the help from users to handle ambiguity cases, as illustrated in the first
example in section 3.4. We have modified section 5.2 to clarify this.

RESPONSE TO REVIEWER 2:

1. I wonder that the necessary of developing a Viethamese question analysis model for QA, Is there
any prominent characters among Viethamese and other language such as English and Chinese?

Following https://en.wikipedia.org/wiki/List of countries by number of Internet users,
Vietnam is in top-15 countries in the world, ranked by number of Internet users (about 43.90%
of Vietnam’s population). So it is necessary to develop Vietnamese information retrieval
systems such as search engines or QA systems.

Vietnamese language has its own characteristics. For example, it uses the Latin script with nine
accent marks, where a word can contain more than one token, thus leading to a difficult task of
word segmentation. Therefore, existing information retrieval systems in other languages cannot
work well in Vietnamese.
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2. Most question answering systems mainly address the ambiguities in the question analysis step and
the answer retrieval step. Is there any ambiguities in answering questions in this paper? What methods
do you use to address this problem?

We thank for these questions. We have improved sections 4 and 3.4 to highlight the methods of
addressing the ambiguities in question analysis and answer retrieval, respectively.

The method to handle the ambiguities in question analysis is our knowledge acquisition
approach which is presented in section 4 (We have restructured section 4.3 to clarify this).

The method to handle the ambiguities in answer retrieval is to interact with users, as illustrated
in the first example in section 3.4.

3. This paper is rules based system, for example, the concepts and entities are determined using a
manual dictionary. | wonder that it hard for scale other domain and language. Do you consider an
extensible methods?

As explained to reviewer 1 (please see our response to #3.3.2), it is important to identify noun
phrases rather than entities and concepts. So it is not hard to adapt our approach to other
language (see sections 4.3.1 and 4.3.2) and domain (see new section 4.3.3). For example, we
illustrated in section 4.3 the process of building a knowledge base for English question analysis
without having any entity or concept information available.

Because of the reason above, we did not consider to an extensible method. However, we have
included a discussion on an extensible method for this issue, where the dictionary can be
automatically constructed by extracting concepts from the target domain and their synonyms
from available semantic lexicons like WordNet. Please see more details in the last paragraph of
section 5.1.2.

4. The related work lack some statistical semantic parsing methods such as works of Raymond J.
Mooney and Percy Liang.

We thank the reviewer for pointing out related work. We added references [5,6,16,52].

5. How to distinguish the questions contain multiply answers and just one answer. For example, the
question “Which university does Pham Duc Dang study in and who tutors him?” contains two types of
answers (university and person), and the question “List all students studying in K50 computer science
course, who have hometown in Hanoi?” contains one type of answers even it cover two clauses.

As presented in sections 3.1 and 3.2, the first question “Which university does Pham Duc Dang
study in and who tutors him?” has the “Or” question-structure type with two query-tuples
corresponding to its two sub-questions. Meanwhile, the second question “List all students
studying in K60 computer science course, who have hometown in Hanoi?” has the “And”
guestion-structure type with two query-tuples corresponding to its two sub-questions.
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The difference between the “And” type and the “Or” type is: the “And” type returns the final
answer as an intersection (i.e. overlap) of the answers for the sub-questions, while the “Or”
type returns the final answer as an union of the answers for the sub-questions.

We thank for the question. We have modified the appendix A to clarify the definitions of
question-structure types.

RESPONSE TO REVIEWER 3:
(1) Originality

Their claim that this is the such first system in Viethamese is, as far as | know, valid. There is previous
work on the system which is properly referenced, however it is not quite clear which part of the system
was established in previous work and which part is new.

The key innovation of the current KbQAS version proposes a knowledge acquisition approach to
systematically build a knowledge base for analyzing natural language questions. So, compared
to the previous KbQAS version [36], the question analysis part is new while the answer retrieval
part was established in [36].

To clarify this, we have modified the introduction section, the last paragraph in section 3.3.3, the
first paragraph in section 3.4 and the second paragraph in section 4.

(2) Significance of the Results

The "Ripple Down Rules" are shown to significantly improve the performance of the rules which along
with the drastic reported time savings and the high accuracy scores leads to a high significance of the
results (the times used could be included in the table however, as it is a bit unclear what took how long
exactly reading the description).

We have included the times in table 2 in section 4.1 as suggested.

The knowledge base size of 78 instances, 15 concepts and 17 relations is too small for a realistic
evaluation (also, instances are not part of the ontology as is mentioned), as it hides ambiguity, which is
one of the main challenges faced by question answering approaches. Tthe test data does not have to
be all of DBpedia but a few thousands of triples would already allow a much more realistic evaluation,
especially as the approach is claimed to be applicable to other domains and languages. With a bigger
dataset, a discussion of the complexity of the algorithm/scalability of the system and time
measurements would be welcome additions. This is the major weak point in my opinion.

We have added new section 4.3.3 to illustrate the process of analyzing DBpedia and biomedical
test questions, and modified section 5.1.2 to include question analysis results on these
guestions. The reviewer could also try our online demo for question analysis at
http://150.65.242.39:8080/KbENQA/
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We have also modified the conclusion and future work section to include a possible extension of
our current Vietnamese ontology-based question answering system to be an open domain
guestion answering system over linked open data.

(3) Quality of Writing

The writing style is certainly unusual but mostly in a refreshing way, with sharp observations that
sometimes border on the comical, without feeling out of place in scientific writing. For example, instead
of carefully defining web of document search and Question Answering and then analysing the
difference, they go directly to the point: "Most current search engines take an (sic) user's query and
returns (sic) a ranked list of related documents that are then scanned by the user to get the desired
information. In contrast, the goal of QA systems is to give answers to the users' questions without
involving the scanning process."

We thank for this comment. We have improved the introduction section as suggested.
As the above sentence shows, there are unfortunately also many basic spelling and grammar mistakes.
We have improved the paper to correct the mistakes.

Additionally, other parts are unnecessarily verbose. For example, they abbreviate "knowledge-based
QA system for Vietnamese (KbQAS)" which | feel is a bit unwieldy in contrast to something simple like
KS or even KQS. Also, they refer to it as the "KbQAS system", which is redundant, like "HIV virus" or
"ATM machine". The abbreviation should also come directly after the term itself (I guess Vietnamese
does not go into the abbreviation as the letter V is not appended).

Thanks for your suggestion. We have modified the paper to avoid the redundancy.

The reason, why the letter V is not appended, is that KbQAS could also be used to implicitly
refer to our language-independent knowledge-based question analysis approach. To avoid
this confusion, we have modified the abstract and introduction sections.

Some terms have a slightly different meaning than the one used in the paper. For example, the first
stage of the pipeline is called "front-end" and the second stage the "back-end", although those terms
signify the presentation and data access layer of an application.

We thank for pointing this out. We have changed the introduction section to remove the
mentioned terms.

Some sections could be shortened a bit, such as 2.1 open-domain question answering. | do not think it
is necessary to state the (undefined) performance percentage score of a system at TREC 2002, which
was quite a while ago.

We agree with the reviewer. We have shortened the related work section.
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Abstract. Recent years have witnessed a new trend of building ontology-based question answering systems. These systems use
semantic web information to produce more precise answers to users’ queries. However, these systems are mostly designed for
English. In this paper, we introduce an ontology-based question answering system named KbQAS which, to the best of our
knowledge, is the first one made for Vietnamese. KbQAS employs our question analysis approach that systematically constructs
a knowledge base of grammar rules to convert each input question into an intermediate representation element. KbQAS then
takes the intermediate representation element with respect to a target ontology and applies concept-matching techniques to return
an answer. On a wide range of Vietnamese questions, experimental results show that the performance of KbQAS is promising
with accuracies of 84.1% and 82.4% for analyzing input questions and retrieving output answers, respectively. Furthermore, our
question analysis approach can easily be applied to new domains and new languages, thus saving time and human effort.

Keywords: Question answering, Question analysis, Ripple Down Rules, Knowledge acquisition, Ontology, Vietnamese

1. Introduction

Accessing online resources often requires the sup-
port from the advanced information retrieval technolo-
gies to produce expected information. This brings new
challenges to the construction of information retrieval
systems such as search engines and question answer-
ing (QA) systems. Given an input query expressed in
a keyword-based mechanism, most search engines re-
turn a long list of title and short snippet pairs ranked by
their relevance to the input query. Then user is forced
to scan the list to get the expected information, so this
is a time consuming task [65]. Unlike the search en-
gines, the QA systems directly produce an exact an-
swer to an input question. In addition, the QA systems
allow to specify the input question in natural language
rather than in the keyword-based mechanism.

In general, an open-domain QA system aims to po-
tentially answer any user’s question. In contrast, a
restricted-domain QA system only handles the ques-
tions related to a specific domain. Specifically, the tra-
ditional restricted-domain QA systems make use of the

relational databases to represent target domains. Sub-
sequently, with the advantages of semantic web, the
recent restricted-domain QA systems employ knowl-
edge bases such as ontologies as the target domains
[30]. Thus, semantic markups can be used to add meta-
information to return precise answers for complex nat-
ural language questions. This is an avenue which has
not been actively explored for Vietnamese.

In this paper, we introduce the first ontology-based
QA system for Vietnamese, which we call KbQAS.
KbQAS consists of question analysis and answer re-
trieval components. The question analysis component
uses a knowledge base of grammar rules for analyz-
ing input questions; and the answer retrieval compo-
nent is responsible for making the senses of the input
questions with respect to a target ontology. The asso-
ciation between the two components is an intermedi-
ate representation element which is to capture the se-
mantic structure of any input question. This interme-
diate element contains properties of the input question
including question structure, question category, key-
words and semantic constraints between the keywords.
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The key innovation of KbQAS proposes a knowl-
edge acquisition approach to systematically build a
knowledge base for analyzing natural language ques-
tions. To convert a natural language question into an
explicit representation in the QA systems, most pre-
vious works so far have used rule-based approaches
to the best of our knowledge. The manual creation of
rules in an ad-hoc manner is more expensive in terms
of time, effort and error-prone because of the represen-
tation complexity and the variety of structure types of
the questions. For example, rule-based methods, such
as for English [26] and for Vietnamese as described in
the first KbQAS version [35], manually define a list of
pattern structures to analyze the questions. As rules are
created in an ad-hoc manner, these methods share com-
mon difficulties in controlling the interaction between
the rules and keeping the consistency among them.
In our question analysis approach, however, we apply
Single Classification Ripple Down Rules (SCRDR)
knowledge acquisition methodology [10,46] to acquire
the rules in a systematic manner, where the consistency
between rules is maintained and the unintended inter-
action among rules is avoided. Our approach allows an
easy adaptation to a new domain and a new language
and saves time and effort of human experts.

The paper is organized as follows: we provide the
related work in section 2. We describe KbQAS and our
knowledge acquisition approach for question analysis
in section 3 and section 4, respectively. We evaluate
KbQAS in section 5. The conclusion will be presented
in section 6.

2. Short overview of question answering
2.1. Open-domain question answering

The goal of an open-domain QA system is to au-
tomatically return an answer for every natural lan-
guage question [21,62,31]. For example, such sys-
tems as START [23], FAQFinder [8] and AnswerBus
[67] answer questions over the Web.Subsequently, the
question-paraphrase recognition task is considered as
one of the important tasks in QA. Many proposed ap-
proaches for this task are based on machine learn-
ing as well as knowledge representation and reasoning
[7,22,47,66,16,5].

Since aroused by the QA track of the Text Retrieval
Conference [58] and the multilingual QA track of the
CLEF conference [41], many open-domain QA sys-
tems from the information retrieval perspective [24]

have been introduced. For example, in the TREC-9 QA
competition [57], the Falcon system [20] achieved the
highest results. The innovation of Falcon focused on
proposing a method using the WordNet [17] to boost
its knowledge base. In the QA track of the TREC-2002
conference [59], the PowerAnswer system [33] was the
most powerful system, using a deep linguistic analysis.

2.2. Traditional restricted-domain question
answering

Usually linked to relational databases, the traditional
restricted-domain QA systems are called natural lan-
guage interfaces to databases. A natural language inter-
face to a database (NLIDB) is a system that allows the
users to access information stored in a database by typ-
ing questions using natural language expressions [2].
In general, NLIDB systems focus on converting the in-
put question into an expression in the corresponding
database query language. For example, the LUNAR
system [63] transfers the input question into a parsed
tree, and the tree is then directly converted into an ex-
pression in a database query language. However, it is
difficult to create converting rules that directly trans-
form the tree into the query expression.

Later NLIDBs, such as Planes [60], Eufid [50],
PRECISE [45], C-Phrase [32] and the systems pre-
sented in [49,34], use semantic grammars to analyze
questions. The semantic grammars consist of the hard-
wired knowledge orienting a specific domain, so these
NLIDB systems need to develop new grammars when-
ever porting to a new knowledge domain.

Furthermore, some systems, such as TEAM [29] and
Masque/sql [1], use the syntactic-semantic interpre-
tation rules driving logical forms to process the in-
put question. These systems firstly transform the in-
put question into an intermediate logical expression of
high level world concepts without any relation to the
database structure. The logical expression is then con-
verted to an expression in the database query language.
Here, using the logical forms enables those systems to
adapt to other domains as well as to different query lan-
guages [48]. In addition, there are many systems also
using logical forms to process the input question as in
[51,33,55,18,15,25,6].

2.3. Ontology-based question answering
As a knowledge representation of a set of concepts

and their relations in a specific domain, an ontology
can provide semantic information to handle the am-
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biguities, to interpret and answer the user questions
in terms of QA [27]. The discussion on the construc-
tion approach of an ontology-based QA system can be
found in [4]. This approach was then applied to build
the MOSES system [3], with the focus on the ques-
tion analysis. The following systems are some typical
ontology-based QA systems.

The Aqualog system [26] performs semantic and
syntactic analysis of the input question in the use
of processing resources, including word segmenta-
tion, sentence segment and part-of-speech tagging,
provided by the GATE framework [11]. When a ques-
tion is asked, Aqualog transfers the question into
a Query-Triple form of (generic term, relation, sec-
ond term) containing the keyword concepts and rela-
tions in the question, using JAPE grammars in GATE.
Aqual.og then matches each element in the Query-
Triple to an element in the target ontology to create an
Onto-Triple, using string-based comparison methods
and WordNet [17]. Evolved from Aqual.og, the Pow-
erAqua system [28] directs to open-domains by com-
bining the knowledge from various heterogeneous on-
tologies which were autonomously created on the Se-
mantic web. Meanwhile, the PANTO system [61] relies
on the statistical Stanford parser to map an input ques-
tion into a query-triple; the query-triple is then trans-
lated into an Onto-triple with the help of a lexicon of
all entities from a given target ontology enlarged with
WordNet synonyms; finally, the Onto-triple and poten-
tial words derived from the parse tree are used to pro-
duce a SPARQL query on the target ontology.

Using the gazetteers in the GATE framework, the
QuestlO system [12] identifies the keyword concepts
in an input question. Then QuestIO retrieves potential
relations between the concepts before ranking these
relations based on the similarity, distance and speci-
ficity scores; and so QuestlO creates formal SeRQL or
SPARQL queries based on the concepts and the ranked
relations. Later the FREyA system [13], the successor
to QuestlO, allows users to enter questions in any form
and interacts with the users to handle the ambiguities
if necessary.

In the ORAKEL system [9], wh-questions are con-
verted to F-Logic or SPARQL queries by using domain-
specific Logical Description Grammars. Although
ORAKEL supports compositional semantic construc-
tions and obtains a promising performance, it involves
a customization process of the domain-specific lexi-
con. Also, another interesting work over linked data as
detailed in [54] proposed an approach to convert the
syntactic-semantic representations of the input ques-

tions into the SPARQL templates. Furthermore, the
Pythia system [53] relies on the ontology-based gram-
mars generated from the Lexicalized Tree Adjoining
Grammar tree to process complex questions. However,
Pythia requires a manually created lexicon.

2.4. Question answering and question analysis for
Vietnamese

Turning to the Vietnamese question answering,
Nguyen and Le [34] introduced a Vietnamese NLIDB
system using semantic grammars. Their system in-
cludes two main modules of the Query Translator
(QTRAN) and the Text Generator (TGEN). QTRAN
maps an input natural language question to an SQL
query while TGEN generates an answer based on the
table result of the SQL query. The QTRAN module
uses the limited context-free grammars to convert the
input question into a syntax tree via CYK algorithm
[64]. The syntax tree is then converted into an SQL
query by using a dictionary to identify names of at-
tributes in database and names of individuals stored in
these attributes. The TGEN module combines pattern-
based and keyword-based approaches to make sense of
the meta-data and relations in database tables to pro-
duce the answer.

In our first KbQAS conference publication [35], we
reported a hard-wire approach to convert input ques-
tions into intermediate representation elements which
are then used to extract the corresponding elements
from a target ontology to return answers. Later, Phan
and Nguyen [44] described a method to map Viet-
namese questions into triple-like formats of (Subject,
Verb, Object). Subsequently, Nguyen and Nguyen [39]
presented another ontology-based QA system for Viet-
namese, where keywords in an input question are iden-
tified by using pre-defined templates, and these key-
words are then used to produce a SPARQL query to
retrieve a triple-based answer from a target ontology.
In addition, Tran et al. [52] described the VPQA sys-
tem to answer person name-related questions while
Nguyen et al. [40] presented another NLIDB system to
answer questions in the economic survey domain.

3. Our KbQAS question answering system

This section is to describe the overview of KbQAS.
The architecture of KbQAS, as shown in Figure 1, con-
tains two components of the Natural language question
analysis engine and the Answer retrieval.
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Figure 1. System architecture of KbQAS.

The question analysis component consists of three
modules: preprocessing, syntactic analysis and seman-
tic analysis. This component takes the user question as
an input and returns an intermediate element represent-
ing the input question in a compact form. The role of
the intermediate representation element is to provide
the structured information about the input question for
later process of answer retrieval.

The answer retrieval component contains two mod-
ules of Ontology mapping and Answer extraction.
It takes the intermediate representation element pro-
duced by the question analysis component and an On-
tology as its input to generate the answer.

3.1. Intermediate representation of an input question

Unlike Aqualog [26], the intermediate represen-
tation element in KbQAS covers a wider variety of
question types. This element consists of a question-
structure and one or more query-tuples in the following
format:

(sub-structure, question-category, T'ermy, Relation,
Terms, Terms)

where T'erm; represents a concept (i.e. an object
class), excluding the cases of “Affirm”, “Affirm_3Term”
and “Affirm_MoreTuples” question-structures. In addi-
tion, T'erms and T'ermsg represent entities (i.e. objects
or instances), excluding the cases of “Definition” and
“Compare” question-structures. The Relation (i.e.
property) is a semantic constraint between the terms.

We define the following question-structures: Nor-
mal, UnknTerm, UnknRel, Definition, Compare, Three-
Term, Clause, Combine, And, Or, Affirm_MoreTuples,
Affirm, Affirm_3Term, and question categories: What,
When, Where, Who, HowWhy, YesNo, Many, Many-
Class, List and Entity. See the Appendixes A and B for
details of these definitions.

A simple question has only one query-tuple and its
question-structure is the sub-structure in the query-

tuple. A complex question, such as a composite one,
has several sub-questions, where each sub-question
is represented by a separate query-tuple, and the
question-structure captures this composite factor. For
example, the question:

“Pham Diic Pdng hoc truong dai hoc nao va duoc
huéng dén béi ai?”

Which university does Pham Duc Dang study in and
who tutors him?
has the “Or” question-structure and two query-tuples
where ? represents a missing attribute: (Normal, En-
tity’ trwdng dal hQCuniversity’ hgcstudy’ Pham Diic
Ddng pham Duc Dang» ?) and (UnknTerm, Who, ?,
]’lbfé‘ng da:ntutor: Ph.am Dijc angPham Duc Dang> ?)

The intermediate representation element is designed
so that it can represent various types of question-
structures. Therefore, attributes such as Relation or
terms in the query-tuple can be missing. For example,
a question has the “Normal” question-structure if it has
only one query-tuple and T'ermg is missing.

3.2. An illustrative example

For demonstration' [38] and evaluation purposes,
we reuse an ontology which models the organiza-
tional system of the VNU University of Engineering
and Technology, Vietnam. The ontology contains 15
concepts such as “trudngschoor”’> “glang viénjecryrer”
and “sinh vi€ngtydent”, 17 relations or properties such
as “hocguay”, “gidng dayeqcn” and “la sinh vién
Clays student of > and 78 instances, as described in our
first KbQAS version [35].

Given a complex-structure question:

“Liét ké tdt cd sinh vién hoc 16p K50 khoa hoc mdy
tinh ma coé qué d Ha Noi?”

“List all students studying in K50 computer science
course, who have hometown in Hanoi?”

The question analysis component determines that
this question has the “And” question-structure with two
query-tuples (Normal, List, sinh viénsiydent, hoCstudy,
ldp K50 khoa hQC mdy l‘l/l’lh}(50 computer science courses
?) and (Normal, List, sinh Viénsiydent, €O qUénqgs
hometown: Ha N.éiHanoi» ?)

In the Answer retrieval component , the Ontology
mapping module maps the query-tuples to ontology-
tuples: (sinh Viéngpudent » hoCstudy » 10p K50 khoa
h.OC mdy l‘l/l’lth)o computer science course) and (smh
Viénstudent » co quéhas hometown > Ha NéiHanm')-

IThe KbQAS is available at http:/150.65.242.39:8080/KbQAS/
with an intro video on YouTube at http://youtu.be/M1PHvIvv1Z8
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Figure 2. Illustrations of question analysis and question answering.

For each ontology-tuple, the answer extraction mod-
ule finds all satisfied instances in the target ontology,
and it then generates an answer based on the “And”
question-structure and the “Lis” question-category.
Figure 8 shows the answer.

3.3. Natural language question analysis component

Natural language question analysis component is the
first component in any QA system. When a question is
asked, the task of this component is to convert the input
question into an intermediate representation which is
then used in the rest of the system.

KbQAS makes the use of the JAPE grammars in the
GATE framework [11] to specify semantic annotation-
based regular expression patterns for question analy-
sis, in which existing linguistic processing modules for
Vietnamese including Word segmentation and Part-of-
speech tagging [42] are wrapped as GATE plug-ins.
The results of the wrapped plug-ins are annotations
covering sentences and segmented words. Each anno-
tation has a set of feature-value pairs. For example,
a word has a “category” feature storing its part-of-
speech tag. This information can then be reused for fur-
ther processing in subsequent modules. The new ques-
tion analysis modules of preprocessing, syntactic anal-
ysis and semantic analysis in KbQAS are specifically

designed to handle Vietnamese questions using pat-
terns over existing linguistic annotations.

3.3.1. Preprocessing module

The preprocessing module generates TokenVn an-
notations representing a Vietnamese word with fea-
tures, such as part-of-speech, as displayed in Figure 3.
Vietnamese is a monosyllabic language; hence, a word
can contain more than one token. So there are words
or word-phrases which are indicative of the question-
categories, such as “phdi khong;s ihat|are there » “ld
bao nhiéunow many”s “0 dduyhere”, “khi naoynen”
and “la cdi giyhat - However, the Vietnamese word
segmentation module was not trained for question do-
main. In this module, therefore, we identify those
words or phrases, and label them as single TokenVn
annotations with the “question-word” feature and
its semantic category like HowW hycause | methods
YGSNOtrue or falses Whatsomething7 Whentime | date>
Wherelocations Manynumber or thopersono In faCt’
this information will be used to create rules in the syn-
tactic analysis module at a later stage.

We also label special-words, such as abbreviations
of words on a special-domain, and phrases that refer
to a comparison, such as “Idn hongreater than”s “Nho
hon hodc bangiess than or equal to. and the like, by
single TokenVn annotations.
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s

Sa ILigng sinh vién hoc 1dp khoa hoc may tinh ma cd qué quan & Ha NGi

Type Set Start End Id Features

8|42 [{ question-word=Many, string=53 Iuiang}

Taokenvn 9| 18|29|{category=Nc, kind=waord, string=sinh vién}
TokenVn 19| 22|30|{category=\'t, kind=word, string=hoc}
Takenvn 23| 26|31|{category=Nc, kind=waord, string=I3p}
Taokenvn 27| 25|32|{category=Na, kind=waord, string=khoa hoc}
Tokenvn 36| 44|32|{category=Nc, kind=waord, string=may tinh}

Figure 3. Examples of TokenVn annotations.

3.3.2. Syntactic analysis

The syntactic analysis module is responsible for
identifying concepts, entities and the relations between
them in the input question. This module uses the 7To-
kenVn annotations which are the output of the prepro-
cessing module.

Table 1

JAPE grammar for identifying Vietnamese noun phrases

( {TokenVn.category == “Pn”} )? Quantity pronoun

( {TokenVn.category == “Nu”} | Concrete noun
{TokenVn.category == “Nn”} )? Numeral noun
( {TokenVn.string == “cai”} | “caizpe”
{TokenVn.string == “chiéc”} )? | “chiécipe”
( {TokenVn.category == “Nt”} )?

( {TokenVn.category == “Nc”’} |

Classifier noun
Countable noun
{TokenVn.category == “Ng”} | Collective noun
{TokenVn.category == “Nu”} |
{TokenVn.category == “Na”} | Abstract noun
{TokenVn.category == “Np”} )+ | Proper noun
( {TokenVn.category == “Aa”} | Quality adjective
{TokenVn.category == “An”} )? | Quantity adjective
( {TokenVn.string == “nay”} |

{TokenVn.string == “kia”} |

{TokenVn.string == “4y”} | “BYthat; those”

{TokenVn.string == “d6”} )?

3 B
“na)Ithis; these

“kiathat; those”

“déthat; those”

Concepts and entities are normally expressed in
noun phrases. Therefore, it is crucial to identify noun
phrases in order to generate the query-tuple. Based on
the Vietnamese language grammar [14], we use the
JAPE grammars to specify patterns over annotations as
shown in Table 1. When a noun phrase is matched, a
NounPhrase annotation is created to mark up the noun
phrase. In addition, a “type” feature of the NounPhrase
annotation is used to determine whether concept or en-
tity is covered by the noun phrase, using the following
heuristics: if the noun phrase contains a single noun
(not including numeral nouns) and does not contain a
proper noun, it covers a concept. If the noun phrase

contains a proper noun or at least three single nouns, it
covers an entity. Otherwise, the “fype” feature value is
determined by using a dictionary.?

Furthermore, the question-phrases are detected by
using the matched noun phrases and the question-
words which are identified by the preprocessing mod-
ule. QuestionPhrase annotations are generated to cover
the question-phrases, with a “category” feature that
gives the information about question categories.

The next step is to identify relations between noun
phrases or between a noun phrase and a question-
phrase. When a phrase is matched by one of the re-
lation patterns, a Relation annotation is created to
markup the relation. We use four grammar patterns to
determine relation phrases as following:

(Verb)+

(NOHH Phrasetype::Concept)
(Preposition)(Verb)?
(Verb)+((Preposition)(Verb)?)?
((“Céhave\has”)l(verb))"'
(Adjective)

(Preposition)

(Verb)?

(“Céhave\has”)

((Noun Phraseype—=concept I(Adjective))
(“lais|are”)

For example, with the first question in Figure 4:
“lit ké tdt cd cdc sinh vién co qué qudn & Ha N§i?”
“list all students who have hometown in Hanoi?”

[QuestionPhrase: liét ké;;;; [NounPhrase: tit ca

cac sinh Viéng; students]] [Relation: ¢6 qué quén
6have hometown zn] [NounPhrase: Ha NOiHanoi]

The phrase “cé qué qudn Gnave hometown in 1S the
relation linking the question-phrase “liét ké tdt cd cdc
Sinh Viényist qil students and the noun phrase “Ha
N.éiHanoi 7.

3.3.3. Semantic analysis module

The semantic analysis module aims to identify
the question-structure and produce the query-tuples
(sub-structure, question-category, Term,, Relation,
Terms, Termg) as the intermediate representation el-
ement of the input question, using the TokenVn, Noun-
Phrase, Relation and QuestionPhrase annotations re-

2The dictionary contains concepts which are extracted from the
target ontology. However, there is no publicly available WordNet-
like lexicon for Vietnamese. So we manually add synonyms of the
extracted concepts to the dictionary.
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-

Liét ké tat ca cac sinh vién cd qué quan d Ha Nai ?

Danh s4ch tat ca cdc sinh vién o qué quan & Ha N&i ma hoc 16p khoa hoc mdy tinh 2

P

Type Set Stat End |d Features
QuestionPattern 0| 49| 89|{category=Normal, pattern=QuestionPhrase Relation NocunPhrase}
QuestionPattern 53 133| 90|{category=And, pattern=QuestionPhrase Relation NounPhrase And Relation NounPhrase}

Figure 4. Examples of question-structure patterns.

turned by the two previous modules. Existing Noun-
Phrase annotations and Relation annotations are po-
tential candidates for terms and relations in the query-
tuples, respectively. In addition, QuestionPhrase anno-
tations are used to detect the question-category.

In the first KbQAS version [35], following Aqual.og
[26], we developed an ad-hoc approach to detect struc-
ture patterns of questions and then use these patterns
to generate the intermediate representation elements.
For example, Figure 4 presents the detected structure
patterns of two example questions “Liét ké tdt cd cdc
sinh vién cé qué qudn ¢ Ha Noi?” (“List all students
who have hometown in Hanoi?”) and “Danh sdch tdt
cd cdc sinh vién co qué qudn d Ha N9i ma hoc Idp khoa
hoc mdy tinh?” (“List all students having hometown
in Hanoi, who study in computer science course?”).
We can describe these questions by using annotations
generated by the preprocessing and syntactic analysis
modules as following:

[QuestionPhrase: Liét ké tit ca cac sinh viény,s; ou
students] [Relation: c6 qué QUén 6have hometown zn]
[NounPhrase: Ha NOi g747,0:]

and

[QuestionPhrase: Liét ké tat ca cdc sinh viéngz;s au
students] [Relation: C() qUé qllén 6ha'ue hometown zn]
[NounPhrase: Ha NOi z747,0;] [And: [TokenVn: mag,, 411
[Relation: hoc,sudy in] [NounPhrase: 16p khoa hoc
méy tinhco7nputeT science COU'I"S@]

The intermediate representation element of an in-
put question is created in a hard-wire manner linking
every detected structure pattern via JAPE grammars.
This hard-wire manner takes a lot of time and effort to
handle new patterns. For example in Figure 4, the hard-
wire approach is unable to reuse the detected struc-
ture pattern of the first question to identify the struc-
ture pattern of the second question. Since JAPE gram-
mar rules were created in an ad-hoc manner, the hard-
wire approach encounters itself common difficulties
in managing the interaction among rules and keeping
consistency.

Consequently, in this module, we solve the men-
tioned difficulties by proposing a knowledge acquisi-
tion approach for semantic analysis of input questions,
as detailed in the section 4. In this paper, this is con-
sidered as the key innovation of KbQAS.

3.4. Answer retrieval component

As presented in the first KbQAS version [35], the
Answer retrieval component includes two modules of
Ontology mapping and Answer extraction as shown in
Figure 1. It takes the intermediate representation pro-
duced by the question analysis component and a tar-
get ontology as its input to generate an answer. To de-
velop the Answer retrieval component in KbQAS, we
employed the Relation similarity service component of
Aqualog [26].

The task of the Ontology mapping module is to map
terms and relations in the query-tuple to concepts, in-
stances and relations in the target ontology by using
string names. If an exact match is not possible, we use
the string distance algorithm [56] and the dictionary
containing concepts and their synonyms to find near-
matched elements from the target ontology, with the
similarity measure above a certain threshold.

In case of the ambiguity is still present, KbQAS in-
teracts with users by showing different options, and
the users then choose the suitable ontology element.
For example, given the question “liét ké tdt cd cdc
sinh vién hoc 16p khoa hoc mdy tinh ?” (“list all
students studying in computer science course ?7),
the question analysis component produce a query-
tuple (Normal, List, sinh viénsiudent, hOCstudy, 10p
khoa hQC mdy tl’nhcomputer science courses ?) Because
the Ontology mapping module cannot find the ex-
act instance corresponding with “Idp khoa hoc mdy
n/nhcomputer science course” in the target OIltOlOgy, it
requires the user to select between “Idp K50 khoa
/’lQC mdy linhKBO computer science course ” - an instance
of class “lopcourse” and “bo mon khoa hoc mdy
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tfnhcomputer science department ” - an instance of class
“bé méndcpa'r't'mcnt 7.

[Information in Ontology ]
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Figure 5. Ontology mapping module for the query-tuple with two
terms and one relation.

Following Aqualog, for each query-tuple, the result
of the Ontology mapping module is an ontology-tuple
where the terms and relations in the query-tuple are
now the corresponding elements from the target on-
tology. How the Ontology mapping module finds the
corresponding elements from the target ontology de-
pends on the question-structure. For example, when the
query-tuple contains T'erm,, Terms and Relation
with T'erms missing, the mapping process follows the
diagram shown in Figure 5. The mapping process first
tries to match T'erm; and T’ermq with concepts or in-
stances in the target ontology. Then the mapping pro-
cess finds a set of potential relations between the two
mapped concepts/instances from the target ontology.
The ontology relation is finally identified by mapping
Relation to a relation in the potential relation set, us-
ing the similar manner of mapping a term to a concept
or an instance.

With the ontology-tuple, the answer extraction mod-
ule finds all individuals of the ontology concept cor-
responding to T'erm;y, having the ontology relation
with the ontology individual corresponding to T'erm.
The answer extraction module then returns the answer
based on the question-structure and question-category.
See the definitions of question-structure and question-
category types in the appendixes A and B.

4. Single Classification Ripple Down Rules for
Question Analysis

As mentioned in section 3.3.3, due to the representa-
tion complexity and the variety of question structures,
manually creating grammar rules in an ad-hoc manner
is very expensive and error-prone. For example, such
rule-based approaches as presented in [26,35,44] man-
ually defined a list of sequence pattern structures to an-
alyze questions. Since rules were created in an ad-hoc
manner, these approaches share common difficulties
in managing the interaction between rules and keeping
consistency among them.

This section is to introduce our knowledge acquisi-
tion approach? to analyze natural language questions
by applying the SCRDR methodology [10,46] to ac-
quire rules incrementally. Our contribution focuses on
the semantic analysis module by proposing a JAPE-
like rule language and a systematic processing to cre-
ate rules in a manner that the interaction among rules
is controlled and the consistency is maintained. Com-
pared to the first KbQAS version [35], this is the key
innovation of the current KbQAS version.

A SCRDR knowledge base is built to identify the
question-structures and to produce the query-tuples as
the intermediate representations of the input questions.
We outline the SCRDR methodology and propose a
rule language for extracting the intermediate represen-
tation of a given question in sections 4.1 and 4.2, re-
spectively. We then illustrate the process of systemat-
ically constructing a SCRDR knowledge base for ana-
lyzing questions in section 4.3.

4.1. Single Classification Ripple Down Rules

This section presents the basic idea of Single Clas-
sification Ripple Down Rules (SCRDR) [10,46] which
inspired our knowledge acquisition approach for ques-
tion analysis. A SCRDR tree is a binary tree with two
distinct types of edges. These edges are typically called
except and false edges. Associated with each node in a
tree is a rule. A rule has the form: if a then § where «
is called the condition and [ is called the conclusion.

Cases in SCRDR are evaluated by passing a case to
the root node of the SCRDR tree. At any node in the
SCRDR tree, if the condition of the rule at a node 7 is

3The English question analysis demonstration is available on-
line at http://150.65.242.39:8080/KbEnQA/, and the Vietnamese
question analysis demonstration is available online at http://150.65.
242.39:8080/KbVnQA/.
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RDR RuleBase
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Figure 6. A part of the SCRDR tree for English question analysis.

satisfied by the case (so the node 7 fires), the case is
passed on to the except child node of the node 7 using
the except edge if it exists; otherwise, the case is passed
on to the false child node of the node 7. The conclusion
given by this process is the conclusion from the node
which fired last.

Given the question case “who are the partners in-
volved in AKT project?” and the SCRDR tree in Fig-
ure 6, it is satisfied by the rule at the root node (0).
Then it is passed to node (1) using the except edge. As
the case satisfies the condition of the rule at node (1),
it is passed to node (2) using the except edge. Because
the case does not satisfy the condition of the rule at
node (2), it is then passed to node (3) using the false
edge. As the case satisfies the conditions of the rules
at nodes (3), (5) and (40), it is passed to node (42), us-
ing except edges. Since the case does not satisfy the
conditions of the rules at nodes (42), (43) and (45), we
have the evaluation path (0)-(1)-(2)-(3)-(5)-(40)-(42)-
(43)-(45) with the fired node (40). Given another case
of “in which projects is enrico motta working on”, it
satisfies the conditions of the rules at nodes (0), (1)
and (2); as node (2) has no except child node, we have
the evaluation path (0)-(1)-(2) and the fired node (2).

A new node containing a new exception rule is
added to an SCRDR tree when the evaluation process
returns an incorrect conclusion. The new exception
node is attached to the last node in the evaluation path
of the given case with excepr edge if the last node is the
fired node; otherwise, it is attached with false edge.

To ensure that a conclusion is always given, the root
node, called the default node, typically contains a triv-
ial condition which is always satisfied. The rule at the
default node, the default rule, is the unique rule which
is not an exception rule of any other rule. For example,
the default rule “if True then null” from the SCRDR
tree in Figure 6 means that its True condition satis-
fies every question, however, its null conclusion pro-
duces an empty intermediate representation element
for every question. Started with a SCRDR knowledge
base consisting of only the default node, the process of
building the knowledge base can be performed auto-
matically [37] or manually [43,36].

In the SCRDR tree from Figure 6, the rule at node
(1) (simply, rule 1) is an exception rule of the default
rule 0. Rule 2 is an exception rule of rule 1. As node
(3) is the false-child node of node (2), the rule 3 is also
an exception rule of rule 1. Furthermore, both rules 4
and 9 are also exception rules of rule 1. Similarly, all
rules 40, 41 and 46 are exception rules of rule 5 while
all rules 42, 43 and 45 are exception rules of rule 40.
Therefore, the exception structure of the SCRDR tree
extends to 5 levels, for examples: rules 1 at layer 1;
rules 2, 3, 4 and 9 at layer 2; rules 5, 7, 21 and 22 at
layer 3; and rules 40, 41, 46 and 50 at layer-4; and rules
42,43, 44 and 45 at the layer-5 exception structure.

4.2. Rule language

A rule is composed of a condition part and a conclu-
sion part. A condition is a regular expression pattern
over annotations using JAPE grammar in GATE [11].
It can also post new annotations over matched phrases
of the pattern’s sub-components. As annotations have
feature-value pairs, we can impose constraints on the
annotations in the pattern by specifying that a feature
of an annotation must have a particular value. The fol-
lowing example shows the posting of an annotation
over the matched phrase:

(
({TokenVn.string == “liét ké;;s:"} | {TokenVn.string ==

“chi rasnow”})
{NounPhrase.type == “Concept”}
) :gp --» :gp.QuestionPhrase = {category = “List"}

Every complete pattern followed by a label must be
enclosed by round brackets. In the above pattern, the
label is gp. The pattern would match phrases start-
ing with a TokenVn annotation covering either the
word  “liét kéy;s¢” or the word “chi raspe”, fol-
lowed by a NounPhrase annotation covering a con-
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Figure 7. The graphic user interface for knowledge base construction.

cept-typed noun phrase. When applying this pattern
on a text fragment, QuestionPhrase annotations having
the “category” feature with its “List” value would be
posted over phrases matched by the pattern. Further-
more, the condition part of a rule can include addi-
tional constraints. See examples of the additional con-
straints from the constructions of rules (40) and (45) in
section 4.3.

The conclusion part of a rule produces an interme-
diate representation containing the question-structure
and the query-tuples, where each attribute in the query-
tuples is specified by a newly posted annotation from
matching the rule’s condition, in the following order:

(sub-structure, question-category, T'ermy, Relation,
Terms, Terms)

All newly posted annotations have the same “RDR”
prefix and the rule index so that a rule can refer to
annotations of its parent rules. Examples of rules and
how rules are created and stored in exception structure
will be explained in details in section 4.3.

Given an input question, the condition of a rule is
satisfied if the whole input question is matched by the
condition pattern. The conclusion of the fired rule pro-
duces the intermediate representation element of the
input question. To create rules for matching the struc-
tures of questions, we use patterns over annotations

returned by the preprocessing and syntactic analysis
modules.

4.3. Knowledge Acquisition Process

It is because that the main focus of our approach
is on the process of creating the rule-base system, so
it is language independent. The language-specific part
is in the rules itself. So, in this section, we illustrate
the process of building a SCRDR knowledge base to
analyze English questions. Figure 7 shows the graphic
user interface to construct SCRDR knowledge bases.

We reused the JAPE grammars which were devel-
oped to identify the noun phrases, question phrases
and relation phrases in AqualLog [26]. Based on 7o-
ken annotations which are generated as outputs of
the English tokenizer, sentence splitter and POS tag-
ger in the GATE framework [11], the JAPE gram-
mars produce NounPhrase* QuestionPhrase and Re-
lation annotations, and other annotation kinds such
as “Noun”, “Verb” or ”Preps” annotations for cover-
ing nouns, verbs or prepositions, respectively. We also
reused question-category definitions from Aqualog.

4Here annotations are generated without any concept or entity
type information.
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For illustrations in sections 4.3.1 and 4.3.2, we em-
ployed a training set of 170 English questions,> which
Aqual.og [26] analyzed successfully, to construct the
SCRDR knowledge base in Figure 6. These questions
are specified to the Knowledge Media Institute and its
research area on Semantic web.

4.3.1. Reusing detected question-structures

In contrast to the example in section 3.3.3 with re-
spect to Figure 4, we start with demonstrations of
reusing detected question-structure patterns.

With the question “who are the researchers in se-
mantic web research area ?”

-

who are the researchers in semantic web research area ?

Type Set Stat End |d Features

QuestionPhrase| 0 3| 25|{category=QU-who-what}
Relation 4 26| 24|{category=REL_NN, rule=REL 1}
MounFhrase 8| 23| 21|{rule=NP1}

MounFhrase 27| B3| 22|{rule=NP1}

Figure 8. Annotations in the graphic user interface of GATE [11].

[QuestionPhrase: who] [Relation: are the researchers
in] [NounPhrase: semantic web research area]

Supposed we start with a knowledge base containing
only the default rule R0. Given the question, R0 is the
fired rule that gives an incorrect conclusion of empty
intermediate representation element. This can be cor-
rected by adding the following rule R1 as an exception
rule of RO. In the knowledge base, node (1) contain-
ing R1 is added as the except-child node of the default
node, as shown in Figure 6.

Rule: R1

(

({QuestionPhrase}):qp

({Relation}):rel

({NounPhrase}):np

) :left --» :left. RDR1_ = {categoryl = “UnknTerm”}
,:qp-RDR1_QP = {}

, :;relL.RDR1_Rel = {}

, :np.RDR1_NP = {}

Conclusion:

“UnknTerm” question-structure and one query-tuple
(RDRI1_.categoryl, RDRI_QP. QuestionPhrase.category,
?, RDRI_Rel, RDRI_NP, ?)

If the condition of R1 matches the whole input ques-
tion, a new RDRI_ annotation will be created to en-

Shttp://technologies.kmi.open.ac.uk/aqualog/examples.html

tirely cover the input question. In addition, new an-
notations RDRI_QP, RDRI_Rel and RDRI_NP will
be created to cover the same question phrase, relation
phrase and noun phrase as the QuestionPhrase, Rela-
tion and NounPhrase annotations, respectively.

When node (1) fired, the input question has one
query-tuple where the sub-structure attribute takes the
value of the “categoryl” feature of the RDRI_ annota-
tion; the question-category attribute takes the value of
the “category” feature of the QuestionPhrase annota-
tion which is in the same span to the RDRI_QP anno-
tation. In addition, the Relation and T'erms attributes
take values of the strings covered by the RDR/_Rel and
RDRI_NP annotations, respectively, while Termy and
Termg are missing. The example of firing the question
at node (1) is displayed in Figure 7.

Assumed that, in addition to R0 and R1, the current
knowledge base contains rule R2 as an exception rule
of R1, for which node (2) containing R2 is the except-
child node of node (1), as shown in Figure 6.

With the question “which universities are Knowl-
edge Media Institute collaborating with ?”

[RDR1_: [RDR1_QP: which universities] [RDR1_Rel:
are] [RDR1_NP: Knowledge Media Institute]] [Rela-
tion: collaborating with]

We have the evaluation path of (0)-(1)-(2) with the
fired node (1). However, R1 produces an incorrect con-
clusion of the “UnknTerm” question-structure and one
query-tuple (UnknTerm, QU-whichClass, ?, ?, Knowl-
edge Media Institute, ?). It is because the RDRI_ an-
notation only covers a part of the question and “are”
is not considered as a relation. The following rule R3
is added as an exception rule of R1:

Rule: R3

(

{RDR1_} ({Relation}):rel

) :left --» :left. RDR3_ = {categoryl = “Normal”}
, :;re.RDR3_Rel = {}

Conclusion:

“Normal” question-structure and one query-tuple
(RDR3_.categoryl, RDRI_QP.QuestionPhrase.category,
RDRI_QP, RDR3_Rel, RDRI_NP, ?)

In the knowledge base, node (3) containing R3 is
appended as the false-child node of node (2) which
is the last node in the evaluation path. Regarding to
the input question “which universities are Knowledge
Media Institute collaborating with ?”, we have a new
evaluation path of (0)-(1)-(2)-(3) with the fired node
(3). So R3 produces a correct intermediate represen-
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tation element of the question, consisting of the “Nor-
mal” question-structure and one query-tuple (Normal,
QU-whichClass, universities, collaborating, Knowl-
edge Media Institute, ?).

Subsequently, another question makes an addition
of rule R4 which is also an exception rule of R1. In
the knowledge base, the node (4) containing R4 is ap-
pended as the false-child node of node (3).

With the question “who are the partners involved in
AKT project?”

[RDR3_: [RDR1_QP: who] [RDR1_Rel: are] [RDR1_NP:
the partners] [RDR3_Rel: involved in]] [NounPhrase: AKT
project]

We have the evaluation path (0)-(1)-(2)-(3) and node
(3) is the fired node. But R3 returns a wrong conclu-
sion as the RDR3_ annotation covers a part of the ques-
tion. The following rule RS is added as an exception
rule of R3 to correct the returned conclusion:

Rule: RS

(

{RDR3_} ({NounPhrase}):np

) :left --» :left. RDR5_ = {categoryl = “Normal”}
, :np.RDR5_NP = {}

Conclusion:

“Normal” question-structure and one query-tuple
(RDR5_.categoryl, RDRI_QP.QuestionPhrase.category,
RDRI_NP, RDR3_Rel, RDR5_NP, ?)

As node (3) is the last node in the evaluation path,
node (5) containing RS is attached as the except-child
node of node (3). Using RS, we have a correct conclu-
sion consisting of the “Normal” question-structure and
one query-tuple (Normal, QU-who-what, partners, in-
volved, AKT project, ?).

4.3.2. Solving question-structure ambiguities

The process of adding the rules above illustrates the
ability of quickly handling new question-structure pat-
terns of our knowledge acquisition approach against
the ad-hoc approaches [26,35]. The following exam-
ples demonstrate the ability of our approach to solve
the question-structure ambiguities.

With the question “which researchers wrote publi-
cations related to semantic portals ?”

[RDR5_: [RDR1_QP: which researchers] [RDR1_Rel:
wrote] [RDR1_NP: publications] [RDR3_Rel: related
to] [RDRS5_NP: semantic portals]]

This question is fired at node (5) which is the
last node in the evaluation path (0)-(1)-(2)-(3)-(5).

But RS gives a wrong conclusion of the “Normal”
question-structure and one query-tuple (Normal, QU-
whichClass, publications, related to, semantic portals,
?). We add the following rule R40 as an exception rule
of RS to correct the conclusion returned by RS:

Rule: R40

(

{RDR5_}

) :left --» :left. RDR40_ = {categoryl =“Normal”, cat-
egory2 = “Normal”}

Condition:

RDR1_QP.hasAnno == QuestionPhrase.category ==
QU-whichClass

Conclusion:

“Clause” question-structure® and two query-tuples
(RDR40_.categoryl, RDRI_QP.QuestionPhrase.category,
RDRI_QP, RDRI_Rel, ?, ?) and

(RDR40_.category2, RDRI_QP.QuestionPhrase.category,
RDRI_NP, RDR3_Rel, RDR5_NP, ?)

The extra annotation constraint of hasAnno requires
that the text covered by an annotation must contain an-
other specified annotation. For example, the additional
condition in R40 only matches the RDRI_QP anno-
tation that has a QuestionPhrase annotation covering
its substring.” Additionally, this QuestionPhrase anno-
tation must has “QU-whichClass” as the value of its
“category” feature.

In the knowledge base, node (40) containing R40 is
added as the except-child node of node (5). Given the
question, the fired node now is node (40); and the con-
clusion of R40 produces a correct intermediate repre-
sentation consisting of the “Clause” question-structure
and two query-tuples (Normal, QU-whichClass, re-
searchers, wrote, ?, ?) and (Normal, QU-whichClass,
publications, related to, semantic portals, ?).

With another question “which projects sponsored by
eprsc are related to semantic web ?”

which/WDT projects/NNS sponsored/VBN by/IN
eprsc/NN are/VBP related/ VBN to/TO semantic/JJ
web/NN

[RDR40_: [RDRI1_QP: [QuestionPhrasecqtcgory
—QU—whichClass: Which projects]] [RDR1_Rel: spon-
sored by] [RDR1_NP: eprsc] [RDR3_Rel: are related
to] [RDR5_NP: semantic web]]

O A “Clause” structure question has two query-tuples where the
answer returned for the second query-tuple indicates the missing
Termsy attribute in the first query-tuple. See more details of our
question-structure definitions in appendix A.

7A whole string is also considered as its substring.



Nguyen et al. / Ripple Down Rules for Question Answering 13

The current knowledge base generates an evaluation
path (0)-(1)-(2)-(3)-(5)-(40)-(42)-(43) with the fired
node (40). However, R40 returns a wrong conclusion
with the “Clause” question-structure and two query-
tuples (Normal, QU-whichClass, projects, sponsored,
?, 7) and (Normal, QU-whichClass, eprsc, related to,
semantic web, ?) since T'erm; cannot be assigned to
the instance “eprsc”. The following rule R4S which is
a new exception rule of R40 is added to correct the
conclusion given by R40:

Rule: R45

(

{RDR40_}

) :left --» :left RDR45_ = {categoryl =“Normal”, cat-
egory2 = “Normal”}

Condition:

RDR1_Rel.hasAnno == Token.category == VBN

Conclusion:

“And” question-structure and two query-tuples
(RDR45_.categoryl, RDRI_QP.QuestionPhrase.category,
RDRI_QP, RDRI_Rel, RDRI_NP, ?) and
(RDR45_.category2, RDRI_QP. QuestionPhrase.category,
RDRI_QP, RDR3_Rel, RDR5_NP, ?)

R45 enables to return a correct intermediate rep-
resentation element for the question with the “And”
question-structure and two query-tuples (Normal, QU-
whichClass, projects, sponsored, eprsc, ?) and (Nor-
mal, QU-whichClass, projects, related to, semantic
web, ?). In the knowledge base, the associated node
(45) is attached as the false-child node of node (43).

4.3.3. Porting to other domains

As illustrated in sections 4.3.1 and 4.3.2, using the
set of 170 questions from Aqualog [26], we con-
structed a knowledge base of 59 rules for question anal-
ysis. Similarly, in this section, we illustrate the pro-
cess of adding more exception rules into the knowledge
base to handle DBpedia and biomedical test questions.

With the DBpedia test question “Which presidents
of the United States had more than three children ?”

Which/WDT presidents/NNS of/IN the/DT United/NNP

States/NNPS had/VBD more/JJR than/IN three/CD
children/NNS

[RDR27_: [RDR10_QP: Which presidents] [Preps: of]
[RDR10_NP: the United States] [RDR27_Rel: had
more than] [RDR27_NP: three children]]

This question is fired at node (27), however, the con-
clusion of rule R27 at node (27) produced an incorrect
intermediate representation element for the question.

So a new exception rule of R27 is added to the knowl-
edge base to correct the conclusion returned by R27 as
following:

Rule: R67

(

{RDR10_}

{Verb}

({Token.category==JJR} {Token.string==than} {To-
ken.category==CD}):cp

({Noun}):np

) :left --» :left. RDR67_ = {categoryl="“Compare”,
category2 = “UnknRel”}

, :cp.RDR67_Compare = { }

, :np.RDR67_NP = {}

Conclusion:

“Clause” question-structure and two query-tuples
(RDR67_.categoryl, RDRI10_QP.QuestionPhrase.category,
?, RDR67_NP, ?, RDR67_Compare) and
(RDR67_.category2, RDRI10_QP.QuestionPhrase.category,
RDRI0_QP, ?, RDRIO_NP, ?)

Given the question, R67 produces a correct interme-
diate representation element of the “Clause” question-
structure and query-tuples (Compare, QU-whichClass,
?, children, ?, more than three) and (UnknRel, QU-
whichClass, presidents, ?, United States, ?).

With the biomedical test question “List drugs that
lead to strokes and arthrosis”

List/NN drugs/NNS that/WDT lead/VBP to/TO
strokes/NNS and/CC arthrosis/NNS

[QuestionPhrase: List drugs] [RDR1_: [RDR1_QP:
that] [RDR1_Rel: lead to] [RDR1_NP: strokes and
arthrosis]]

This question is fired at node (1), however, R1 re-
turned an incorrect intermediate representation ele-
ment. So a new exception rule of R1 is added to the
knowledge base as following:

Rule: R80

(

({QuestionPhrase }):qp
{RDR1_QP} {RDR1_Rel}
({Noun}):npl

{ Token.category == CC}
({Noun}):np2

) :left --» :left. RDR80_ = {categoryl="“Normal”, cat-
egory2="“Normal”}

, :qp-RDR80_QP = {}

, :npl.RDR80_NPI = {}

, :np2.RDR80_NP2 = {}
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Condition:
RDR80_QP.hasAnno == Noun

Conclusion:

“And” question-structure and two query-tuples
(RDR80_.categoryl, RDRSO_QP.QuestionPhrase.category,
RDR80_QP, RDRI_Rel, RDRSO_NPI, ?) and
(RDRS80_.category2, RDRS0_QP.QuestionPhrase.category,
RDR80_QP, RDRI1_Rel, RDRSO_NP2, ?)

Given the question, R80 returns a correct interme-
diate representation element of the “And” question-
structure and two query-tuples (Normal, QU-listClass,
drugs, lead to, strokes, ?) and (Normal, QU-listClass,
drugs, lead to, arthrosis, ?).

5. Experiments

We separately evaluate the question analysis and an-
swer retrieval components of KbQAS in sections 5.1
and 5.2, respectively. It is because the question analy-
sis component employs our knowledge acquisition ap-
proach which is language independent, while the an-
swer retrieval component produces answers from a
domain-specific Vietnamese ontology.

5.1. Experiments on analyzing questions

This section is to indicate the abilities of our ques-
tion analysis approach for quickly building a new
knowledge base and easily adapting to a new domain
and a new language. We evaluate both our approaches
of ad-hoc manner (see section 3.3.3) and knowledge
acquisition (see section 4) on Vietnamese question
analysis, and then present the experiment of building a
knowledge base for processing English questions.

5.1.1. Question Analysis for Vietnamese

We used a training set of 400 various-structure ques-
tions generated by four volunteer students to build a
Vietnamese knowledge base for question analysis. We
then evaluated the quality of the knowledge base on an
unseen list of 88 questions related to the VNU Uni-
versity of Engineering and Technology, Vietnam. In
this experiment, we also compare both our ad-hoc and
knowledge acquisition approaches for question analy-
sis, using the same training set of 400 questions and
test set of 88 questions.

Our first approach took about 75 hours to create
rules in an ad-hoc manner, as shown in Table 2. In
contrast, our second approach took 13 hours to build
the knowledge base. However, most of the time was

Table 2
Time to create rules and number of successfully analyzed questions
Type Time #questions
Ad-hoc 75 hours  70/88 (79.5%)

Knowledge acquisition 13 hours  74/88 (84.1%)

spent for looking at questions to determine the question
structures and the phrases which would be extracted
to create intermediate representation elements. So the
actual time to create rules in the knowledge base was
about 5 hours in total.

Table 3

Number of exception rules in each layer in our Vietnamese knowl-
edge base for question analysis

Layer Number of rules

1 26
2 41
3 20
4 4

The knowledge base consists of the default rule and
91 exception rules. Table 3 details the number of ex-
ception rules in each layer where every rule in layer n
is an exception rule of a rule in layer n — 1. The only
rule which is not an exception rule of any rule is the
default rule at layer 0. This indicates that the exception
structure is indeed present and even extends to 4 levels.

Table 2 also shows the number of successfully ana-
lyzed questions for each approach. By using the knowl-
edge base to resolve ambiguous cases, our knowl-
edge acquisition approach performs better than our ad-
hoc approach. Furthermore, Table 4 provides the er-
ror sources for our knowledge acquisition approach,
in which most errors come from unexpected question
structure patterns. This can be rectified by adding more
exception rules to the current knowledge base, espe-
cially when having a large training set that contains a
variety of question structure patterns.

Table 4

Number of incorrectly analyzed questions accounted for the knowl-
edge acquisition approach

Reason #questions

Unknown structure patterns 12/88

Word segmentation and part-of-speech tagging 2/88
modules were not trained on question domain

For another example, our knowledge acquisition ap-
proach did not return a correct intermediate represen-
tation element for the question "Vii Tién Thanh cé qué
va c6 md sinh vién la gi?" ("what is the hometown and
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student code of Vu Tien Thanh?") because the exist-
ing linguistic processing modules for Vietnamese [42],
including word segmentation and part-of-speech tag-
ging, were not trained on the question domain. So these
two modules assign the word “quéjometown’ as an ad-
jective instead of a noun. Thus, “quépometown’ 1S NOt
covered by a NounPhrase annotation, leading to an un-
recognized structure pattern.

Table 5

Number of rules in the question analysis knowledge bases for Viet-
namese (#RV) and English (#RE); number of Vietnamese test ques-
tions (#T'Q) and number of Vietnamese correctly answered questions
(#CA) corresponding to each question-structure type (QST)

QST #RV | #CA | #TQ #RE
Definition 1 2/2 4
UnknRel 4 4/7 6
UnknTerm 7 6 77 4
Normal 7 7 777 11
Affirm 10 5 5/5 5
Compare 5 0 2/4 8
ThreeTerm 9 7 7/10 6
Affirm_3Term 5 4 4/4 2
And 9 7 8/8 21
Or 23 18 2124 | 1
Affirm_MoreTuples | 3 1 2/3 1
Clause 6 0 4/5 20
Combine 1 1 172 0
Total 91 61 74/88 | 89

Regarding to an question-structure based evaluation,
Table 5 presents the number of rules in the Vietnamese
knowledge base and number of test questions, corre-
sponding to each question-structure type. For example,
the cell at the second row and the fourth column of Ta-
ble 5 means that, in 7 test questions tending to have
the “UnknRel” question-structure, there are 4 test ques-
tions correctly analyzed.

5.1.2. Question Analysis for English

For the experiment in English, we firstly used a
set of 170 English questions,® which AquaLog [26]
analyzed successfully. These questions are about the
Knowledge Media Institute and its research area on Se-
mantic web. Using this question set, we constructed
a knowledge base of 59 rules for question analysis. It
took 7 hours to build the knowledge base, including 3
hours of actual time to create all rules. We then evalu-
ated the knowledge base using a set of 50 DBpedia test

8http://technologies.kmi.open.ac.uk/aqualog/examples.html

questions® from the QALD-1 workshop and another
set of 25 biomedical test questions'? from the QALD-4
workshop.

Table 6

Testing results of the knowledge base of 59 rules for question analy-
sis on DBpedia and biomedical domains

Factor DBpedia | Biomedical
Successfully processed 24/50 9125
Unknown structure patterns 18/50 9/25
Incorrect word segmentation 3/50 3/25
Incorrect Part-of-speech tagging 5/50 4/25

Table 6 presents evaluation results on analyzing the
test questions from the DBpedia and biomedical do-
mains, using the knowledge base of 59 rules for ques-
tion analysis. It is not surprising that most errors come
from unknown question structure patterns. Further-
more, just as in Vietnamese, the existing linguistic pro-
cessing modules in the GATE framework [11], includ-
ing the English tokenizer and Part-of-speech tagger,
are also error sources, leading to unrecognized struc-
ture patterns. For example, such questions as “Which
U.S. states possess gold minerals ?” and “Which drugs
have a water solubility of 2.78e-01mg/mL ?” are tok-
enized into “Which U . S . states possess gold minerals
?” and “Which drugs have a water solubility of 2 . 78
e- 01 mg /mL ?”, respectively. In addition, such other
questions as “Which river does the Brooklyn Bridge
cross 77, “Which states border Utah?” or “Which ex-
perimental drugs interact with food ?” are tagged with
noun labels for the words ““cross”, “border” and “inter-
act” instead of verb labels.

Table 7

Testing results of the English knowledge base of 90 rules for question
analysis on DBpedia and biomedical domains

Factor DBpedia | Biomedical
Successfully processed 47/50 21/25
Unknown structure patterns 0/50 0/25
Incorrect word segmentation 3/50 3/25
Incorrect Part-of-speech tagging 0/50 1/25

To correct the question analysis errors on the two
sets of test questions, we spent 5 further hours to add
31 exception rules to the knowledge base. Finally, in
total 12 hours, we constructed a knowledge base of

“http://greententacle.techfak.uni-bielefeld.de/~cunger/qald/1/
data/dbpedia- test-questions.xml

10http://greententacle.techfak.uni-bielefeld.de/~cunger/qald/4/
data/qald-4_biomedical_test_questions.xml
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90 rules for English question analysis, including the
default rule and 89 exception rules. The new evalua-
tion results of question analysis on the DBpedia and
biomedical domains are presented in Table 7.

Table 8 shows the number of exception rules in each
exception layer of the knowledge base while the num-
ber of rules corresponding to each question-structure
type is presented Table 5.

Table 8
Number of exception rules in layers in our English knowledge base

Layer Number of rules

1 10
2 21
3 31
4 20
5 7

As the intermediate representation in KbQAS is dif-
ferent to Aqualog, it is difficult to directly compare
our knowledge acquisition approach with the ad-hoc
question analysis approach in Aqual.og on the English
domain. However, this experiment on English ques-
tions shows the abilities to quickly build a new knowl-
edge base and easily adapt to a new domain and a new
language of our knowledge acquisition approach for
question analysis.

As illustrated in section 4.3, this experiment also
presented a process of building a knowledge base for
question analysis without any concept or entity type
information. However, we found that the concept or
entity type information inside noun phrases is useful
and somehow can help to reduce the ambiguities in
question structure patterns. When adapting our knowl-
edge acquisition approach for question analysis to an-
ther target domain (or language), we can simply use the
heuristics presented in section 3.3.2 and a dictionary
to determine whether a noun phrase is a concept or en-
tity type. The dictionary can be (automatically) con-
structed by extracting concepts from the target domain
and theirs synonyms from available semantic lexicons
such as WordNet [17].

5.2. Experiment on answering Vietnamese questions

To evaluate KbQAS by specifying in the Answer re-
trieval component, we used the ontology modeling the
organizational structure of the VNU University of En-
gineering and Technology, as mentioned in the section
3.2, as target domain. This ontology was manually con-
structed by using the Protégé platform [19]. From the

list of 88 questions, as mentioned in section 5.1.1, we
employed 74 questions which were successfully ana-
lyzed by the question analysis component.

Table 9
Questions successfully answered

Type # questions

No interaction with users 30/74
With interactions with users 31/74
Overall 61/74 (82.4%)

The performance result is presented in Table 9. The
answer retrieval component produces correct answers
to 61 questions over 74 questions, obtaining a promis-
ing accuracy of 82.4%. The number of correctly an-
swered questions corresponding with each question-
structure type can be found in the third column of Ta-
ble 5. Out of those, 30 questions can be answered au-
tomatically without interaction with users. In addition,
31 questions are correctly answered with the help from
the users to handle ambiguity cases, as illustrated in
the first example in section 3.4.

Table 10

Questions with unsuccessful answers

Type # questions

Ontology mapping errors  6/74

Answer extraction errors  7/74

Table 10 gives the limitations that will be handled in
future KbQAS versions. The errors raised by the On-
tology mapping module are because the target ontol-
ogy construction lacked a full domain-specific concep-
tual coverage and some relationships between concept
pairs. So specific terms or relations in query-tuples
cannot be mapped or incorrectly mapped to the cor-
responding elements in the target ontology to produce
the Ontology-tuples. Furthermore, the Answer extrac-
tion module fails to extract the answers to 7 ques-
tions because: (i) Dealing with questions having the
“Compare” question-structure involves specific ser-
vices. For example, handling the question “sinh vién
nao cé diém trung binh cao nhdt khoa cong nghé thong
tin?” (which student has the highest grade point av-
erage in faculty of Information Technology?) requires
a comparison mechanism to rank students according
to their GPA. (ii) In terms of four “Clause” struc-
ture questions and one “Affirm_MoreTuples” structure
question that KbQAS failed to return answers (see Ta-
ble 5), combining their sub-questions triggers complex
inference tasks and bugs which are difficultly to handle
in the current KbQAS version.
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6. Conclusion and future work

In this paper, we described the first ontology-based
question answering system for Vietnamese namely
KbQAS. KbQAS contains two components of Natural
language question analysis and Answer retrieval. The
two components are connected by an intermediate rep-
resentation element capturing the semantic structure
of any input question, facilitating the matching process
to a target ontology to produce answer. Experimental
results of KbQAS on a wide range of questions are
promising. Specifically, the answer retrieval module
achieves an accuracy of 82.4%.

In addition, we proposed a question analysis ap-
proach for systematically building a knowledge base of
rules to convert the input question into an intermedi-
ate representation element. Our approach allows sys-
tematic control of interactions between rules and keep-
ing consistency among them. We believe that our ap-
proach is important especially for under-resourced lan-
guages where annotated data is not available. Our ap-
proach could be combined nicely with the process of
annotating corpus where, on top of assigning a label
or a representation to a question, the experts just have
to add one more rule to justify their decision. Incre-
mentally, an annotated corpus and a rule-based system
can be obtained simultaneously. Furthermore, our ap-
proach can be applied to open domain question answer-
ing where the technique requires an analysis to turn
the input question to an explicit representation of some
sort. Obtaining a question analysis accuracy of 84.1%
on Vietnamese questions and taking 12 hours to build
a knowledge base of 90 rules for analyzing English
questions, the question analysis experiments show that
our approach enables individuals to easily build a new
knowledge base or adapt an existing knowledge base to
a new domain or a new language.

In the future, we will extend KbQAS to be an open
domain question answering system which can answer
various questions over Linked Open Data such as DB-
pedia or YAGO. In addition, it would be interesting to
investigate the process of building a knowledge base
for question analysis, which directly converts the input
questions into queries (e.g. SPARQL queries) on the
Linked Open Data.
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Appendix
A. Definitions of question-structure types

We define question-structures types: Normal, Un-
knTerm, UnknRel, Definition, Affirm, ThreeTerm, Af-
firm_3Term, Affirm_MoreTuples, Compare, And, Or,
Combine, Clause as following:

o A “Normal” structure question has only one query-
tuple in which T'ermg is missing.

o An “UnknTerm” structure question has only one
query-tuple in which T'erm, and T'erms are missing.

e An “UnknRel” structure question has only one
query-tuple in which Relation and Terms are miss-
ing. For example, the question “List all the publications
in knowledge media institute” has one query-tuple (Un-
knRel, QU-listClass, publications, ?, knowledge media
institute, ?).

e A “Definition” structure question has only one
query-tuple which lacks T'erm;, Relation and T'erms.
For example, the question “what are research areas?”
has one query-tuple (Definition, QU-who-what, ?, 2,
research areas, ?).

e An “Affirm” structure question is the question
which belongs to one of three types “Normal”, “Unkn-
Rel” and “UnknTerm”, and has the “YesNo” question-
category. For example, the question “Is Tran Binh
Giang a Phd student?” has the “Affirm” question-
structure and one query-tuple (UnknRel, YesNo, Phd
student, ?, Tran Binh Giang, ?)

o A “ThreeTerm” structure question has only one
query-tuple where T'erm; or Relation could be miss-
ing. An example for this structure type is illustrated in
Figure 8.

o An “Affirm_3Term” structure question is the ques-
tion which belongs to the “ThreeTerm” and has the
“YesNo” question-category. For example, the ques-
tion “sé lwong sinh vién hoc lép K50 khoa hoc
mdy tinh la 45 phdi khong?” (“45 is the number of
students studying in K50 computer science course,
is not it?”) has the “Affirm_3Term” question struc-
ture and one query-tuple (Threelerm, ManyClass,
sinh Viénsiudent, hoCsiudy, 10p K50 khoa hoc mdy
tinhK50(:0mputersciencecourse’ 45)

o An “Affirm_MoreTuples” structure question has
more than one query-tuple and belongs to the “YesNo”
question-category. For example, the question “ton
tai sinh vién c6 qué ¢ Ha Tdy va hoc khoa todn
phdi khong ?” (“is there some student having home-
town in Hatay and studying in faculty of Math-
ematics?”’) has the “Affirm_MoreTuples” question



18 Nguyen et al. / Ripple Down Rules for Question Answering

structure and two query-tuples (Normal, YesNo, sinh
Viénstudent: co quéhaue hometown> Ha TdyHatay: ?)
and (Normal, YesNo, sinh Viéngiydent, hoCstudy, khoa
TOdnfaculty of Mathematicss 7)

o A “Compare” structure question is the question
which belongs to one of three types “Normal”, “Un-
knRel” and “UnknTerm”, and it contains a compar-
ison phrase which is detected by the preprocessing
module. In this case, T'erms is used to hold the
comparison information. For example, the question
“sinh vién nao cé diém trung binh cao nhdt khoa
cong nghé thong tin?” (“which student has the high-
est grade point average in faculty of Information Tech-
nology?”) has the “Compare” query-structure and one
query-tuple (Normal, Entity, sinh Viénsydens, diém
trung binhg,ade point average, khoa cong nghé thong
tinfaculty of Information Technology, CA0 nhéthighest)~

e An “And” or “Or” structure question contains the
word “mdgng” (“Vdgng”) or “hodc,,”, respectively,
and it has more than one query-tuple (i.e. two or more
sub-questions). The “And” type returns the final an-
swer as an intersection (i.e. overlap) of the answers
for the sub-questions, while the “Or” type returns the
final answer as an union of the answers for the sub-
questions.

For example, the question “which projects are about
ontologies and the semantic web?” has the “And”
question-structure and two query-tuples (UnknRel,
QU-whichClass, projects, ?, ontologies, ?) and (Unkn-
Rel, QU-whichClass, projects, ?, semantic web, ?).

The question “which publications are in knowl-
edge media institute related to compendium?” has the
“And” question-structure and two query-tuples (Unkn-
Rel, QU-whichClass, publications, ?, knowledge me-
dia institute, ?) and (Normal, QU-whichClass, publi-
cations, related to, compendium, ?).

The question “who is interested in ontologies or in
the semantic web?” has the “Or” question-structure
and two query-tuples (UnknTerm, QU-who-what, ?, in-
terested, ontologies, ?) and (UnknTerm, QU-who-what,
?, interested, semantic web, ?).

However, some questions such as the question
“Pham Duc Ddng hoc truong dai hoc nao va duoc
hudng dén bdi ai?” (“Which university does Pham
Duc Dang study in and who tutors him?”) contains
“Vdana”, but it will has the “Or” question-structure
and two query-tuples (Normal, Entity, truong dai

h.ocuniversity; h.ocstudy: Ph,am Duic angPham Duc Dang

, ?) and (UnknTerm, Who, ?, hudng dényysor, Pham
Diic angph,am Duc Dang» ?)

e A “Combine” structure question is constructed
from two or more independent sub-questions. Unlike
the “Or” structure type, the query-tuples in the “ Com-
bine” type do not share the same term or Relation.
For example, the question “Ai ¢é qué qudn ¢ Ha Tdy
va ai hoc khoa céng nghé théng tin?” (“who has
hometown in Hatay, and who study in faculty of In-
formation Technology?”’) has the “Combine” question-
structure and two query-tuples (UnknTerm, Who, ?,
co qué qudnhas hometown, Ha TdyHatay: ?) and (Ul’l-
knTerm, Who, ?, hocgiuay, khoa cong nghé thong
tinfaculty ofInformation Technology> 7)

o A “Clause” structure question has two query-
tuples, where the answer returned for the second query-
tuple indicates the missing 1'ermy attribute in the first
query-tuple. For example, the question “sé lugng sinh
vién hoc 16p K50 khoa hoc mdy tinh I6n hon 45 phdi
khong 2”1 (the number of students studying in K50
computer science course is higher than 45, is not it?)
has the “Clause” question-structure and two query-
tuples (Compare, YesNo, 45, ?, ?, lon honyigher than)
and (Normal, ManyClass, sinh viénsiudent, hoCstudy,
lép K50 khoa hOC mdy tl’nhKSO computer science courser
?). Another example of this “Clause” structure type is
presented in section 4.3.2.

In general, T'erm; represents a concept, excluding
cases of Affirm, Affirm_3Term and Affirm_MoreTuples.
In addition, T'ermq and T'ermg represent entities (i.e.
objects or instances), excluding the cases of “Defini-
tion” and “Compare”.

B. Definitions of Viethamese question-categories

In KbQAS, question is classified into one of the
following classes of HowWhy, YesNo, What, When,
Where, Who, Many, ManyClass, List, and Entity. To
identify question categories, we specify a number of
JAPE grammars using the NounPhrase annotations
and the question-word information given by the pre-
processing module.

o A HowWhy-category question refers a cause or
a method, containing a TokenVn annotation covering
such string as “tai a0y~ O “Vi $a0ny~ OF “thé
NAOKow” O “ld nhu thé ndon.y, ”. This is similar to
Why-question or How is/are question in English.

e A YesNo-category question requires a true or
false answer, containing a TokenVn annotation cov-

This is the case of our system failing to correctly analyze due
to an unknown structure pattern.
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ering such string as “co ding la;s thet” or “diing
khéngare those ”or “Phél khénga’re there 7 or “co phdl
ldis this 7

o A What-category question contains a TokenVn an-
notation covering such string as “cdi glyhat” or “la
8lwhat OF “la nhitng cdi giyna:”. This question type
is similar to What is/are question type in English.

o A When-category question contains a TokenVn
annotation covering such string as “khi naopen” Or
“vao thoi gian naoynich time  Or “lic ndoypen” Or
“ngdy ndowhich date -

o A Where-category question contains a TokenVn
annotation covering such string as “d ndi ndoyhere”
or “la & noi dduyhere” OF “0 chd ndowhere -

o A Who-category question contains a TokenVn an-
notation covering such string as “la nhitng ai,pn,” or
“la nguoi naoyn,” or “nhitng aiypo”.

e A Many-category question contains a TokenVn
annotation covering such string as “sé lwong o many
or “la bao nhiéuyow muchimany” OF “bao nhi€upey
much|many - Lhis question type is similar to How
much/many is/are question type in English.

e A ManyClass-category question contains a 7o-
kenVn annotation covering such string as “sé luongouw
many 7 or “la bao nhiéuhow much|many 7 or “bao
nhiéupow much|many > followed by a NounPhrase an-
notation. This type is similar to How many Noun-
Phrase-question type in English.

e An Entity-category question contains a Noun-
Phrase annotation followed by a TokenVn annotation
covering such string as “ndonicn,” Or “glwhat - This
type is similar to which/what NounPhrase-question
type in English.

e A List-category question contains a TokenVn an-
notation covering such string as “cho bie‘tgiv6 ”or “chi
Fashow” OF “ké ratey”, or “timping” or “ligt kéyist”,
followed by a NounPhrase annotation.
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