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Abstract. Since datasets in the Web of Data stem from many different sources, ranging from automatic extraction processes
to extensively curated knowledge bases, their quality also varies. Thus, significant research efforts were made to measure and
improve the quality of Linked Open Data. Nevertheless, those approaches suffer from two shortcomings: First, most quality
metrics are insufficiently formalised to allow an unambiguous implementation which is required to base decision on them.
Second, they do not take the creation process of RDF data into account. A popular extraction approach is the mapping of relational
databases to RDF (RDB2RDF). RDB2RDF techniques allow to create large amounts of RDF data with only few mapping
definitions. This also means that single errors in an RDB2RDF mapping can affect a considerable portion of the generated data.
In this paper we present an approach to assess RDB2RDF mappings also considering the actual process of the RDB to RDF
transformation. This allows to detect and fix problems at an earlier stage before resulting in potentially thousands of data quality
issues in published data. We propose a formal model and methodology for the evaluation of the RDB2RDF mapping quality
and introduce actual metrics. We evaluate our assessment framework by applying our reference implementation on different real
world RDB2RDF mappings.

1. Introduction

The Web of Data comprises datasets stemming from
many different sources, such as crowd-sourced user
input, automatic extraction processes or extensively
curated knowledge bases. Accordingly, the quality
of the corresponding datasets also differs: Whereas
crowd-sourced approaches and automatic extraction
processes are usually prone to errors, data compiled
by domain experts and knowledge engineers can be
expected to have high quality on average. In order to
measure the status quo of Semantic Web data with
regards to its quality, different research efforts have
been made (see [34] for a survey). Besides concep-
tual and theoretical considerations, several tools and
methodologies for practical assessments were pro-
posed [7,22,17,16]. Despite this body of research
work, quality assessment lacks solid formal founda-
tions. In many cases, quality assessment metrics have
been proposed in an ad hoc manner1 thereby leaving

1An exception are metrics related to logical reasoning, e.g. detec-
tion of inconsistencies and incoherences, which are based on several
decades of research in reasoning in description logics.

room for ambiguous interpretation and implementa-
tion as well as constituting an obstacle for semanti-
cally equivalent but more efficient implementations of
metrics. In this work, we aim to build this foundation
by formally defining 43 metrics of which only a subset
is presented in this article for space reasons. All def-
initions and details are available and described in the
accompanying technical report2.

At the moment, many knowledge bases in the Web
of Data are not manually created, but automatically
derived via mass data generation approaches. Even
though knowledge bases maintained by domain ex-
perts are preferable to automatically extracted data as
far as their quality is concerned, such mass genera-
tion approaches are valuable contributions to the Web
of Data due to the amount of potentially useful data
they generate. One of the most prominent mass ex-
traction approaches is the the mapping of relational
databases to RDF (RDB2RDF). With RDB2RDF tech-
niques large amounts of RDF data can be generated

2http://svn.aksw.org/papers/2014/report_QA_

RDB2RDF/public.pdf
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with only few mapping definitions. Nonetheless, this
also means that single errors in an RDB2RDF mapping
can affect a considerable portion of the created data.
Unfortunately, such errors are not easily detectable by
general purpose quality assessment approaches that
only consider the generated output and neglect this ar-
guable most crucial phase in the data publishing pro-
cess. As a second main contribution, we aim to close
this gap by focussing our quality assessment approach
on RDB2RDF transformations. Consequently, the ap-
proach we present is able to detect problems earlier
and fix them more easily than the current state of the
art on a signficant subset of published RDF data. More-
over, by tackling problems at their source, the methods
are more efficient and some of the metrics we propose
can be applied to very large datasets on which general
purpose methods fail.

Overall, in this article, we make the following con-
tributions to the state of the art:

– Definition of a quality assessment methodology
focussing on RDB2RDF mappings based on for-
malizations of the mapping model.

– To the best of our knowledge, providing the first
formal approach to RDF quality assessment sub-
stantiated by the provision of 43 metric defini-
tions.

– An evaluation of the approach on three real
datasets using an open-source reference imple-
mentation of the approach.

We first treat related work in Section 2 and present
the basic ideas of our approach in Section 3. This
is followed by a formal description of our methodol-
ogy in Section 4. Afterwards we discuss which qual-
ity dimensions need consideration in an RDB2RDF
quality assessment in Section 5. The formal introduc-
tion of selected metrics is given in Section 6. After a
brief description of our software prototype in Section 7
we present the results of real world assessments of
three different RDB2RDF mapping projects. Finally,
we conclude in Section 8.

2. Related Work

Data or information quality is not just considered
since the presence of digital information or database
systems. First publications on the subject go back to
the 1940s where Juran coined the popular definition
of quality being ‘fitness for use’ [14]. However con-
crete investigations on data quality models and quality

assessment methodologies were mainly published in
the last three decades. Whereas [24] proposes a model
that has similarities to Shannon’s idea of a noisy chan-
nel and regards data quality as the extent to which
data is captured without errors, [31] focuses more
on the representation of real world data in informa-
tion systems. Here, data quality deficiencies are de-
scribed as incomplete or ambiguous representations,
or cases where information systems contain data that
does not represent real world information or entities.
Other models [23,27,21] examine data quality from
a more process-oriented perspective regarding data as
information products that are created in many steps,
each possibly influencing the data’s quality.

Based on these fundamental ideas different quality
evaluation approaches and systems where developed
in the database area [5,26,32,1]. Most of them refer
to one of the proposed data quality models to derive
a certain data quality score quantifying the data base’s
quality.

Many of the metrics introduced for the data quality
assessment in the database domain were later adapted
or extended for the evaluation of Semantic Web and
Linked Data [34]. Apart from this, new approaches and
methodologies were developed tailored to the charac-
teristics of semantic data distributed in a data web.
Actual implementations are for example the SWIQA
tool [7] and RDFUnit [16] which utilize SPARQL
queries to find data errors in RDF datasets. A fur-
ther direction is the ‘user-driven quality evaluation’
methodology [33] implemented in the TripleCheck-
Mate [17] tool which allows crowd-sourced data qual-
ity evaluations of RDF data.

Recently, efforts were made to informally describe
concrete data problems in the Semantic Web and set
up data quality metrics [9,12,8,13]. Considering not
just single data quality aspects but covering a wide
range of diverse quality issues also lead to more flexi-
ble and holistic architectures like the Sieve [22] or OD-
CleanStore [15] frameworks allowing to add and run
many different data quality metrics.

However, only few of these considerations were ap-
plied to the RDB2RDF domain, yet. The main as-
pects investigated cover semantic issues like how to
accurately map foreign key relationships [18] or other
database constraints [20] to RDF. To the best of our
knowledge there is no tool support guiding the gener-
ation of RDB2RDF mappings or evaluating their qual-
ity. Moreover, we could not find an existing method or
methodology applicable in the RDB2RDF case.
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Fig. 1. Conceptual model for RDB2RDF mappings

3. Approach

The assessment approach proposed in this article is
based on the mapping model shown in Figure 1. In
the depicted workflow RDF data is generated based on
quad patterns which can contain variables. These vari-
ables generate RDF terms based on constants and rela-
tional data. Such RDF terms can be URIs, blank nodes
and typed or plain literals, each generated by a corre-
sponding term constructor. The underlying relational
data can be referenced via custom SQL queries, ex-
isting tables or views defined in the database system.
Mapping configurations complying with this model are
in the following referred to as (RDB2RDF) view defi-
nitions.

The main idea of our assessment approach is to con-
sider different scopes a metric can be defined on. Thus,
to determine an actual quality score, a metric can use
all the context information provided within the met-
ric’s scope. This means that, e.g., given a certain metric
that assesses the validity of language tags in plain liter-
als (i.e. their conformance with the BCP 473 standard),
only the node scope is required, which means that the
metric successively gets all RDF nodes of a dataset, i.e.
resources and literals, as input and may compute qual-
ity scores and metadata to be written to a configured
sink implementation.

Since all metrics have the option to access the un-
derlying relational database, our assessment approach

3http://tools.ietf.org/rfc/bcp/bcp47.txt

considers the actual input of an RDB2RDF mapping,
the mapping definitions and the generated output.
Nonetheless, the framework is not intended to do any
quality evaluations of the relational source data, since
this is a separate research field not covered here. In
fact, it should give feedback and hints concerning dif-
ferent aspects of data quality that can be influenced
by RDB2RDF mappings. One design decision was to
provide metrics, which each cover single issues of data
quality. Accordingly, we do not take metric interde-
pendencies into consideration which allows a modu-
lar design which is highly configurable. However, this
also means that our framework is not tailored for a spe-
cific use case and not all metrics will be suitable for all
application scenarios. Of course, particular implemen-
tations of the approach may take interdependencies of
metrics into account for improving efficiency as long
as they adhere to the formal specification of each met-
ric involved. The general assessment framework is de-
picted in Figure 2 which gives a conceptual overview.

4. Methodology

To introduce our methodology, a formal terminol-
ogy needs to be defined first. In the following defini-
tions the nth entry of a tuple k is represented by k[n]
and P denotes the power set function.

A relational database comprises the set of tables
RDB = δ1, δ2, . . . , δn with each δi (1 ≤ i ≤ n) being a

http://tools.ietf.org/rfc/bcp/bcp47.txt
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Fig. 2. Conceptual overview of the proposed assessment framework

set of tuples. Moreover every δi has an ordered set of
columns Γi = {γi1, γi2, . . . , γim}, with each column γi j

(1 ≤ j ≤ m) being a set of values belonging to a cer-
tain domain dom(γi j). Accordingly a table δi can be de-
scribed as δi ⊆ (dom(γi1)× dom(γi2)× . . . × dom(γim)).

Besides the sets R of RDF resources, L of RDF lit-
erals and Q of query variables, one basic term, concep-
tually introduced in Figure 1, is the notion of a view
definition.

Definition 4.1 A view definition v = (W,TC, δ) is a
transformation description, that, applied to its log-
ical table δ, generates RDF data. The actual RDF
statements are built using a quad pattern W =

{w1,w2, . . . ,wl}, which may contain several quads wk

(1 ≤ k ≤ l), defined as in [10]. This means that quads
are quadruples having a graph (first), subject (sec-
ond), predicate (third) and object position (fourth),
each possibly assigned with a variable q ∈ Q.4 To ac-
cess the subject, predicate or object of a quad w the
functions s(w) = w[2], p(w) = w[3] and o(w) = w[4] are
introduced, respectively. Moreover, these functions can
also be used to retrieve all subjects of a set of quads,
e.g. s(W) =

⋃
w∈W s(w).

In view definitions, a variable q ∈ Q can be used to
generate RDF terms based on a term constructor tcq ∈

TC. This means, that for every qh ∈ (s(W) ∪ p(W) ∪
o(W)) ∩ Q there is a term constructor tcqh that can
create RDF resources, blank nodes, or RDF literals.
Depending on its term type term type(tcq) ∈ {bNode,
uri, plainLiteral, typedLiteral} a term constructor

4Please note that graphs are not considered here for brevity.
Nonetheless, the term quad is used here to be able to distinguish be-
tween quads in a view definition’s quad pattern and quads in an RDF
dataset, which are referred to as triples.

can generate RDF terms using constants and data re-
trieved from the columns of δ. The columns actually
used by a term constructor tc are denoted by cols(tc).

Accordingly, V refers to the set of all view defini-
tions, adhering to this specification. Besides this, the
more readable helper functions rel table(v) = v[3] and
quads(v) = v[1] are defined for a view definition v ∈ V.
Furthermore, the expression term constr(q) yields the
term constructor tcq of a variable q.

Considering the example in Figure 1, W would con-
tain the quads

– ‘?b rdf:type ex:Dept’,
– ‘?a rdfs:label ?d’ and
– ‘?b ex:deptNr ?c’

with ?a, ?b, ?c, ?d ∈ Q. Moreover TC contains the term
constructors

– ‘uri(A)’,
– ‘uri(A,C)’ (constructing RDF terms based on the

concatenation of the tuples’ relational attributes
A and C),

– ‘typedLiteral(B, xsd:string)’ and
– ‘plainLiteral(D, ’en’)’

with

– term constr(?a) = uri(A)

– term constr(?b) = uri(A,C)

– term constr(?c) = typedLiteral(B, xsd:string)

– term constr(?d) = plainLiteral(D, ’en’)

Note that the datatype argument of the typedLiteral
term constructor and the optional language tag argu-
ment of the plainLiteral term constructor are not
shown in Figure 1 and were added arbitrarily for this
example.

Another integral part of our approach is the notion
of an RDB2RDF mapping, defined as follows:

Definition 4.2 Let D denote the set of RDF datasets
and T the set of RDF triples that are valid accord-
ing to [10]. An RDB2RDF mapping H is a tuple
(V,RDB,D) where

– V ⊂ V is a finite set of view definitions
– RDB is defined as above
– D ∈ D is the RDF dataset generated when apply-

ing all view definitions vi ∈ V to the relations in
RDB. D ⊂ T is a finite set of RDF triples5.

5It has to be noted, that this dataset definition differs from the
common definition of a dataset as a set of graphs, that consist of
triples [10]. Even though, the formal framework as well as the pro-
posed metrics could also be introduced based on that definition,
graphs are not considered here for brevity.
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Based on this, the conception of a scope can be de-
fined:

Definition 4.3 Given the sets N , R, L, Q, T , D, V
with R, L, Q, T ,D,V defined as above and

– D = P(T )
– N = R ∪ L ∪ Q denotes the set of nodes, i.e. all

resources R, literals L and quad variables Q

The quality assessment scope of a piece of data x is
a function defined as follows

scope(x) =


S N if x ∈ N
S T if x ∈ T
S D if x ∈ D
S V if x ∈ P(V)

(1)

with S N being the node scope, S T being the triple
scope, S D being the dataset scope and S V being the
view scope.

Accordingly, the scope is a categorization of the gran-
ularity a certain piece of data has. This is useful
since different ‘amounts’ of context information can
be needed for the assessment. These amounts corre-
spond to the introduced scopes, i.e. they can either be
the whole dataset, one triple, one node or a set of view
definitions. These scopes also correspond to the possi-
ble domains of the functions that do the actual compu-
tation of a quality score.

Definition 4.4 A mapping quality metric M is a pair
( f , θ) where f is a quality score function and θ is a nu-
merical value representing a threshold. A quality score
function f computes a numeric quality score f (x) of a
piece of data x. The range of f is [0,1] with 0 reflect-
ing the worst possible quality score and 1 reflecting the
highest possible quality score.

A mapping quality metric M = ( f , θ) can be further
classified as follows:

M is called


node metric if dom( f ) = N

triple metric if dom( f ) = T

dataset metric if dom( f ) = D

view metric if dom( f ) = P(V)

where dom(. . .) returns the domain of a function.

To initialize an assessment run, a configuration is
needed, which is defined as follows:

Definition 4.5 A quality assessment configuration C
is a set of mapping quality metrics {M1,M2, . . . ,Mn}

representing all metrics enabled for an assessment, to-
gether with their threshold initializations.

This conceptualization allows enabling and dis-
abling metrics to fit the given assessment needs as well
as defining the per metric thresholds. The threshold
concept was introduced to reduce the amount of mea-
surement data and to be able to concentrate on cases
that are considered to be critical, as only those quality
scores are reported that are worse than the configured
threshold.

Definition 4.6 A quality assessment (H,C, S ) is the
process of evaluating the quality score function fi of
every metric Mi ∈ C on a certain RDB2RDF mapping
H with

– D ∈ D being the RDF dataset generated by H
– V ⊂ V being the view definitions of H .

It is further derived, that

N = s(D) ∪ p(D) ∪ o(D) (2)

is the set of nodes in a dataset D. Additionally µMi =

{〈α1, β1〉 , 〈α2, β2〉 , . . .} is defined as a set containing
key value pairs describing metadata of a metric Mi

with α1, β1, α2, β2, . . . being simple strings.
The overall assessment result ρ is defined as

ρ =
⋃

Mi∈C



⋃
n∈N

(µMi , fi(n)) if Mi[1]= fi ∧ dom( fi)=N⋃
t∈T

(µMi , fi(t)) if Mi[1]= fi ∧ dom( fi)=T

(µMi , fi(D)) if Mi[1]= fi ∧ dom( fi)=D⋃
v∈V

(µMi , fi(v)) if Mi[1]= fi ∧ dom( fi)=P(V)

(3)

ρ is then written to an assessment sink S .

The assessment results comprising pairs (µMi , fi(x))
of a metric’s metadata together with its calculated
quality score (with respect to the input data x) can then
be stored in a configured sink for further inspection.

Given the quality assessment A = (H,C, S ), our pro-
posed methodology can be described with the follow-
ing steps:

1) Assessment configuration The overall configura-
tion of the assessment comprises three parts: providing
access to the set of relations RDB of the RDB2RDF
mapping H, the selection of metrics to apply together
with their thresholds (C) and the configuration of the
assessment sink S to write the assessment results to.
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2) Automatic assessment run After the configuration,
the actual assessment is run, examining the RDB2RDF
mapping on the different scopes. Every metric Mi may
have access to the underlying relations RDB and a ser-
vice called pinpointer. Given a triple t ∈ D this ser-
vice returns all quads (together with their actual view
definitions) that might have caused the generation of t.
The assessment runner feeds

– all dataset metrics with the generated dataset D
– all triple metrics with all triples t j ∈ D
– all node metrics with all nodes nk ∈ N (with N

defined as above)
– all view metrics with the set of view definitions V

defined in H

When a metric Mi finished the assessment of the given
piece of input data, it writes the quality score and its
metadata µMi to the sink S . This metadata may contain
pinpointing information, scope information, the actual
name of the metric etc. The concrete set of metadata is
defined by the metric.

3) Result analysis After the assessment finished, all
assessment results ρ are written to the sink S . Depend-
ing on the utilized sink, they can now be further ag-
gregated, visualized or stored to document a temporal
quality progress. Since the results also contain several
metadata to locate the actual error causes, i.e. the view
definitions’ quads, its term constructors and source re-
lation, a manual repair phase may follow.

5. Quality Dimensions for RDB2RDF Quality
Assessments

A common practice for the evaluation of informa-
tion or data quality is to measure different quality di-
mensions separately. Following the common percep-
tion of data quality as ‘fitness for use’ [14], this multi-
dimensional view allows to select dimensions of im-
portance for quality considerations of a certain usage
scenario. To compile such a selection, a common and
general categorization is to follow either a theoreti-
cal, empirical or intuitive approach (cf. Figure 3) [1].
Since the application of the intuitive approach would
lack scientific soundness and comprehensibility, it is
not considered. Even though taking stakeholder opin-
ions into account would be valid from a scientific
point of view, a sufficiently large group of experienced
RDB2RDF users and experts is unlikely to be readily
available. Thus, empirical results were only regarded

theoretical

empirical

intuitive

experience/
intuition

survey

model/
formalization

dim
dim

dim
dim

dim

approachprerequisites dimensions

Fig. 3. Approaches to derive quality dimensions to consider for a
given domain and their prerequisites

indirectly in terms of metrics proposed by other litera-
ture sources. The method to obtain quality dimensions,
which is considered is the theoretical approach.

To derive quality dimensions of importance for a
considered domain on a theoretical basis, a quality
model is required. Models viewing data quality as an
accurate mapping of the real world to an information
system, as proposed e.g. in [31] and [24], are not suit-
able since in the case of RDB2RDF mappings data
of one information system is transformed to another.
Moreover, the overall goal of this transformation is not
necessarily to make an accurate ‘RDF copy’ of the re-
lational data. In this article the RDB2RDF method is
rather considered as a technique to model a domain by
means of the Resource Description Framework utiliz-
ing given relational data. This means that certain data
not contained in the relational database could be added
(by means of constants in term constructors) and other
data could be omitted, which is both considered as a
quality deficiency in those models. In accordance with
this interpretation of RDB2RDF modeling we do not
consider the Direct Mapping6 approach which uses a
fixed mapping plan and does not allow custom combi-
nations and the restructuring of the input data.

Since the RDB2RDF mapping can also be regarded
as a process with certain steps, a process oriented
view can be used to derive a quality model as well.
Other than comparing the input and output data, pro-
cess oriented approaches examine each step in a chain
of transformations and modifications. As a conse-
quence a process oriented model provides a more de-
tailed abstraction and is thus more suitable to describe
RDB2RDF specific quality concerns. In the following

6http://www.w3.org/TR/2012/

REC-rdb-direct-mapping-20120927/

http://www.w3.org/TR/2012/REC-rdb-direct-mapping-20120927/
http://www.w3.org/TR/2012/REC-rdb-direct-mapping-20120927/
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the RDB2RDF mapping process is analyzed with re-
gards to points where data quality degradations may
occur. Along with this, quality aspects are considered
that are affected by these possible degradations. To
divide the RDB2RDF mapping workflow into single
steps, the process of SPARQL to SQL rewriting is con-
sidered (cf. Figure 4), which can be generalized to a
tuple based RDB2RDF transformation. To answer a
query received by the SPARQL service (1) it has to be
parsed and transformed into primitives of the SPARQL
algebra (2) which does not influence the quality of
the response data. Afterwards the query is combined
with the mapping definitions and translated into an
SQL query (3). Since these definitions provide a cer-
tain view of the underlying database, this affects qual-
ity aspects like completeness or relevance. Assuming
that its actual execution time is neglectable7, running
the generated SQL query (4) does not influence the
quality. After that, the answer containing the relational
result set is retrieved and transformed to RDF (5). This
transformation may affect representational and syntac-
tic aspects of the created data, since resource identi-
fiers and literal values are created in accordance with
the mapping configuration. Finally, the RDF results are
serialized and returned (6), where the serialization is a
lossless transformation that does not harm the result’s
data quality.

This shows that the main influencing part within
the workflow are the mapping definitions. Nonethe-
less this does not mean that those mappings really af-
fect all quality aspects. To gather actual dimensions
relevant for describing quality issues of RDB2RDF
mappings, a shortlisting strategy is applied. Starting
with data quality dimensions proposed in a recent and
comprehensive survey of quality assessment in Linked
Data [34] (cf. Table 1) we evaluated these dimensions
with respect to their applicability in the RDB2RDF

7This assumption was made, since the execution time depends on
many different factors that are not within the scope of this article.

Table 1
Overview of the dimensions proposed in [34]

Category Dimension

Accessibility

Availability
Licensing
Interlinking
Security
Performance

Intrinsic

Syntactic Validity
Semantic Accuracy
Consistency
Conciseness
Completeness

Contextual

Relevancy
Trustworthiness
Understandability
Timeliness

Representational

Representational Conciseness
Interoperability
Interpretability
Versatility

mapping process using the introduced mapping model
and formal foundations (cf. Section 4). The applica-
bility is determined based on two issues. First, a di-
mension is not applicable if it is not relevant for the
RDB2RDF process, i.e. the actual quality score does
not depend on the RDF transformation. Moreover, a
dimension is also considered not applicable if there are
no quality indicators, i.e. it is not possible to actually
measure this dimension due to the lack of information
needed to do so [3]. In the following, the applicabil-
ity of the dimensions proposed in [34] is examined.
An overview of all dimensions considered relevant for
quality assessments of RDB2RDF mappings is given
in Table 2.

Availability (considered) The availability dimension
refers to the extent to which data is “present, obtain-
able and ready for use” [34]. A view definition only
indirectly influences the availability of data, namely
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Table 2
Overview of the dimensions considered in the RDB2RDF context

Category Dimension

Intrinsic

Syntactic Validity
Semantic Accuracy
Consistency
Conciseness
Completeness

Contextual
Relevancy
Understandability

Accessibility
Availability
Interlinking
Performance

Representational
Representational Conciseness
Interoperability
Interpretability

when URIs are generated that are not dereferenceable.
All other aspects of availability are not influenced.

Completeness (considered) Viewing the complete-
ness quality dimension as “the degree to which in-
formation is not missing” [25] makes it hard to as-
sess it without the provision of a gold standard con-
taining all information to compare with. Thus, the
weaker completeness notion from the global-as-view
approach [30,1] is applied, which refers to the portion
of data, that is covered by a view. Since an RDB2RDF
mapping can be regarded as an RDF view on a rela-
tional database, the completeness term as used here de-
scribes how well the underlying database is covered.
As there is conceptually no need to map all the data
values given in the database to RDF, this complete-
ness aspect is of less importance and should not be
seen as a hard quality criterion. Nevertheless, getting
feedback of the actual portion of data that is used by
a view definition helps finding errors in case the com-
pleteness value is much greater or much smaller than
expected. Moreover, additional completeness metrics
can be introduced, like the interlinking completeness
or the completeness with respect to the portion of mod-
eled classes or properties of reused vocabularies.

Conciseness (considered) Conciseness as understood
here covers the prevention of any kinds of redundancy
on the schema, triple or instance level. This means
that multiple RDF properties expressing the same fea-
ture and the introduction of duplicate triples should be
avoided. Moreover, single database objects should not
be mapped to RDF instances multiple times. Such re-
dundancies can be introduced by RDB2RDF mappings
and are thus considered.

Consistency (considered) Expressing the “degree to
which the statements of a source’s data are conflict-
free and no conflicting statements are inferable” [6],
consistency highly depends on the view definitions’
term constructors and quad patterns. These can pro-
duce datatype inconsistencies or ontology violations
and are thus considered.

Interlinking (considered) The importance of provid-
ing interlinks to other datasets is reflected in the Linked
Data guidelines8. Interlinking aspects can be influ-
enced by a view definition’s quad pattern and term con-
structors and are thus subject of the assessment.

Interoperability (considered) Interoperability issues
are violations of best practices like term or vocabulary
reuse. Since the generated RDF, and thus the degree
of reuse, depends on the term constructors and quad
pattern defined in a view definition, this dimension is
considered in the quality assessment.

Interpretability (considered) This quality dimension
covers “whether information is represented using an
appropriate notation” [34] and depends on generated
resource identifiers or literal representations as well as
certain quad pattern constructs and thus has to be con-
sidered.

Licensing (not considered) The licensing quality di-
mension is defined as “degree to which the provided
data can be used with own applications” [6]. Since the
terms of usage are already determined by the license
used for the relational data, in most cases RDB2RDF
tools are not able to influence whether data are open
or restricted. Only in rare cases where relational data
is provided under a very permissive license, it may be
republished under more restricted terms of usage by
RDB2RDF tools. Apart from this, there is no standard-
ized way of retrieving the actual license information
from relational databases. Usually, such licensing meta
information is part of the actual relational data to be
mapped to RDF. Since there is also no way to detect
licensing metadata in a relational database automati-
cally, it can neither be measured, whether the data con-
tained is open or restricted, nor can be determined if
there is any licensing information that could have been
provided as RDF data. Thus, the licensing dimension
is not considered in the quality assessment.

8http://www.w3.org/DesignIssues/LinkedData.html

http://www.w3.org/DesignIssues/LinkedData.html
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Performance (considered) The mapping process as
introduced comprises different services influencing the
overall performance. Besides the actual query rewrit-
ing engine there is also the relational database with
its search and indexing strategies, the actual RDF gen-
eration and serialization, as well as network band-
width and latency when transmitting the query results
to the client. The only point where RDB2RDF map-
ping definitions may influence the performance neg-
atively, is when they contain inefficient SQL queries
that define logical tables to map to RDF. This issue
is not evaluated since the query optimization topic is
already covered widely in the literature. Moreover to
optimize a query in an RDB2RDF mapping definition,
also database details like existing indexes or the un-
derlying storage architecture have to be taken into ac-
count, which may not be accessible to the mapping au-
thor.

A further performance aspect, discussed controver-
sially9 and examined in different sources [6,34], is the
usage of hash URIs. In the data quality literature, they
are usually considered as bad practice as far as perfor-
mance is concerned, since in case of accessing a Web
resource via a hash URI, the whole document has to
be retrieved, even though only a fraction of it was re-
quested. Although the usage of hash URIs has no in-
fluence on the performance of the RDB2RDF mapping
workflow it is evaluated in the quality assessment to be
able to give feedback that a bad practice is applied that
may harm the performance in general.

Relevancy (considered) Even though there are mod-
els to compute the relevancy of a document with re-
gards to a certain topic or keywords [2], it is not trivial
to calculate if certain data values are relevant or not.
Moreover, since relevancy refers to a certain task and
user [25], there is no easy way to determine relevant
data in general. The only issues that can be measured
are coverage concerns, i.e. how detailed a dataset is or
how many resources are described. Relevancy is thus
considered in the quality assessment.

Representational Conciseness (considered) Repre-
sentational conciseness in the Semantic Web context
mainly refers to issues of URI design and the usage of
certain features of RDF that are considered as depre-
cated or bad practice [13]. These depend on the term
construction and quad design of a view definition and
are thus evaluated in the quality assessment.

9See http://www.w3.org/wiki/HashVsSlash for a further
discussion

Security (not considered) Security as a quality di-
mension mainly covers access control and features to
detect unauthorized alteration of data [34]. Since, to
the best of our knowledge, current RDB2RDF map-
ping languages and tools do not provide any means to
tackle access control and data integrity, the security di-
mension is not regarded.

Semantic Accuracy (considered) The semantic accu-
racy of data generated by RDB2RDF mappings com-
prises the accurate modeling of the semantics of the
relational schema and the relational data. Since there
is no explicit semantic description that could be used
for a quality assessment, semantically inaccurate data
can not be detected. Nonetheless, if there are any con-
straints encoded in the relational schema, it can be
checked whether these are accurately modeled in the
RDF domain. The semantic accuracy dimension is thus
evaluated in the quality assessment.

Syntactic Validity (considered) The syntactic validity
refers to the correct representation and syntax confor-
mance [34]. Since such syntactical aspects highly de-
pend on the actual usage of the term constructors, the
syntactic validity dimension has to be covered in the
quality assessment.

Timeliness (not considered) Since current RDB2RDF
mapping languages provide no means to influence the
“extent to which data are sufficiently up-to-date for
a task” [25], the timeliness quality dimension is not
considered. Moreover, SPARQL to SQL rewriters are
capable of transforming relational data to RDF on-the-
fly which makes the impact on time dependent aspects
neglectable.

Trustworthiness (not considered) Trustworthiness,
“the degree to which the information is accepted to
be correct, true, real and credible” [34], primarily de-
pends on the relation between the data’s authors and
its users. Since it is not the task of an RDB2RDF map-
ping tool to keep track of data authors and users, trust-
worthiness is not included in the quality assessment.
Moreover, besides the fact that the authorship of the
relational data is usually not evaluated, data from dif-
ferent authors may be mixed up in one single resource
or statement, making a trust analysis unfeasible.

Understandability (considered) Understandability
refers to the ease of use of data by an information con-
sumer. This ease of use is mainly achieved by a user-
friendly URI design and supporting metadata. Since
these aspects can be modeled in view definitions, this
dimension is evaluated in the quality assessment.

http://www.w3.org/wiki/HashVsSlash
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Versatility (not considered) Versatility means the
versatility of the supported RDF serializations and ver-
satility with regards to internationalized representa-
tions of the data values [34]. The former aspect is usu-
ally handled by the RDB2RDF tools, independent of
the mapping definitions and the created RDF output
and thus does not reflect quality issues of the actual
mapping process. Whether internationalized versions
of the data exist, depends on the relational data to map
and is therefore not subject of the RDB2RDF quality
assessment.

6. Metrics for RDB2RDF Quality Assessments

In this section we want to illustrate the utilization
of our formal framework to define actual metrics. We
therefore selected 7 of our 43 proposed metrics cover-
ing diverse use cases to show how the different parts of
our formal foundation interact. The metrics introduced
in the following provide concrete functions to calculate
quality scores for the completeness, consistency, se-
mantic accuracy, interlinking, interpretability and rele-
vancy dimensions. An overview of all our metrics and
their corresponding quality dimensions is given in Ta-
ble 3.

The first two metrics are adaptions of completeness
evaluations proposed in [34]. The Population Com-
pleteness metric measures the ratio between the num-
ber of RDF instances introduced by an RDB2RDF
mapping and the objects defined in the underlying re-
lational database.

Metric 1 (Population Completeness) The metric mea-
suring the ratio between RDF instances and objects
of the relational database is a dataset metric. To get
the number of database objects of a relation δ ∈ RDB
with the attributes {γ1, γ2, . . . , γn}, δ’s relational object
cardinality |δ|rel obj is used:

|δ|rel obj =
∣∣∣πγp1 ,γp2 ,...,γpm

(δ)
∣∣∣ (4)

with Γpk = γp1 , γp2 , . . . , γpm representing the (not nec-
essarily compound) primary key of the relation δ and
πγ j,γk ,...,γl (δ) being the projection of δ to its attributes
γ j, γk, . . . , γl. The cardinality expression of the projec-
tion of δ represents the tuple count with duplicate elim-
ination. To avoid counting m:n relations as database
objects on its own, a further restriction must hold.
Given all referencing foreign key attributes Γ f k =

{γ f1 , γ f2 , . . . , γ fs } of δ, the following statement must be
true for Equation 4:

Γ f k , Γpk

This means that tuples of δ are not counted, if the pri-
mary and the foreign key are the same, as in pure m:n
relations.

The instance cardinality |D|inst of a dataset D ∈ D is
defined as

|D|inst =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

{
r

∣∣∣∣∣∣ t ∈ D ∧ r = s(t) ∧
r < (rdfs:Class t owl:Class)

}
∪r

∣∣∣∣∣∣∣∣
t ∈ D ∧ r = o(t) ∧
r < (rdfs:Class t owl:Class) ∧
r < L ∧ p(t) , owl:sameAs



∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(5)

Thus |D|inst counts all resources not being an rdfs:Class
or owl:Class, whereas objects of owl:sameAs state-
ments are omitted, to avoid counting resources multi-
ple times that are explicitly stated to be the same. Ac-
cordingly the Population Completeness quality score
function f1 : D → R is given as

f1(D) = min

1, |D|inst∑
δ ∈RDB

|δ|rel obj

 (6)

The second completeness metric covers the com-
pleteness w.r.t. the number of columns and thus the
number of possible attributes that could be mapped to
RDF.

Metric 2 (Schema Completeness) The metric assess-
ing the ratio between the number of relational columns
referenced in the RDB2RDF mapping and the number
of columns that could be referenced, is a view metric.
To evaluate the schema completeness, for a given re-
lation δ ∈ RDB with the attributes {γ1, γ2, . . . , γn}, δ’s
column cardinality |δ|col = n is defined as the num-
ber of columns in δ. Introducing the referenced column
cardinality |V |re f col of a set of view definitions V ⊂ V
as

|V |re f col =

∣∣∣∣∣∣∣∣∣∣∣
⋃
vi∈V

γ
′

∣∣∣∣∣∣∣∣∣∣∣
q ∈


s(quads(vi))∪

p(quads(vi))∪

o(quads(vi))

 ∩ Q∧
γ′ ∈ cols(term constr(q))


∣∣∣∣∣∣∣∣∣∣∣ (7)
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Table 3
Overview of all metrics and their corresponding quality dimensions

Dimension Metric Description

Availability Dereferenceable URIs verifies whether URIs can be dereferenced

Completeness

Schema Completeness
computes how many of the available relational columns were referenced in the RDB2RDF
mapping

Population Completeness computes how many of the database entries were used to generate RDF data

Property Completeness computes how many of the possible relational column values were used as property values

Interlinking Completeness computes how many of the introduced statements refer to external URIs

Vocabulary Class
Completeness

computes how many of the classes of a reused vocabulary are actually in use

Vocabulary Property
Completeness

computes how many of the properties of a reused vocabulary are actually in use

Conciseness

Intensional Conciseness verifies whether different RDF predicates describe the same relational attribute

Extensional Conciseness verifies whether different RDF resources stem from the same database object or artifact

No Duplicate Statements verifies whether an RDB2RDF dump might create duplicate triples

Consistency

Basic Ontology
Conformance

verifies whether the generated data has ontological contradictions like invalid datatypes or
ranges

Homogeneous Datatypes
verifies whether there are modeling flaws that introduce different datatypes for one single
predicate

No Deprecated Classes or
Properties

verifies whether deprecated classes or properties were introduced by an RDB2RDF map-
ping

No Bogus Inverse-
functional Properties

verifies whether bogus inverse-functional properties (as reported in [12]) were introduced

No Ontology Hijacking
verifies whether (conflicting) re-definitions of parts of reused external ontologies were
introduced

No Ambiguous Mappings verifies whether different database objects were mapped to the same RDF resource

No Resource Name
Clashes

verifies whether the same URIs were introduced identifying conflicting entities, e.g.
classes and individuals, classes and properties etc.

Consistent Foreign Key
Resource Identifiers

verifies whether foreign key identifiers and the actual keys they refer to are mapped to the
same URIs

Interlinking External Same-as Links
computes how well the generated RDF dataset is interlinked with other datasets via
owl:sameAs links

Interoperability
Term Reuse computes how many of the generated RDF terms refer to external reused URIs

Vocabulary Reuse
computes how many of the generated vocabulary elements stem from external reused vo-
cabularies

Interpretability

Typed Resources verifies whether resources are typed properly

OWL Ontology Declara-
tions

verifies whether resources are related to any ontological structures i.e. whether they are
e.g. a subclass, the inverse of a property etc.

Avoid Blank Nodes verifies whether blank nodes are generated (as they are considered bad practice [13])

Correct Collection Use verifies whether generated RDF collections are free of errors

Correct Container Use verifies whether generated RDF container structures are free of errors

Correct Reification Use verifies whether generated RDF reification statements are free of errors

Performance No Hash URIs
verifies whether hash URIs were introduced since they may have an impact the retrieval
performance when dereferencing RDF resources
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Table 3
Overview of all metrics and their corresponding quality dimensions (cont.)

Relevancy

Amount of Triples computes the amount of triples

Coverage (Detail)
computes how detailed the descriptions of resources in the RDF data are (i.e. the number
of different properties described)

Coverage (Scope) computes how many different resources are covered by the generated RDF data

Representational
Conciseness

Short URIs verifies whether overly long URIs were generated by the mapping definition

No Prolix Features verifies whether RDF features were introduced which are considered bad practice [13]

Query Parameter-Free
URIs

verifies whether URIs with query parameters were introduced which are considered bad
practice [13]

Semantic
Accuracy

Preserved NOT NULL
Constraints

verifies whether RDF predicates are introduced that lack cardinality constraints but could
be restricted to a minimum cardinality since they stem from a relational attribute declared
to be not null

Preserved Functional At-
tributes

verifies whether RDF predicates are introduced that are not declared to be functional but
describe usual relational attributes which are functional by definition

Preserved Foreign Key
Constraints

verifies whether one relational entry refers to another entry by means of a foreign key
relation and both are mapped to RDF but their foreign key link is not expressed

Syntactic
Validity

Datatype-compatible Literals
verifies whether generated literal values are compatible with their explicitly declared
datatypes

Valid Language Tags verifies whether generated language tags comply with the BCP 47 standard

Understanda-
bility

Labeled Resources verifies whether resources are labeled

Sounding URIs verifies whether resources have a sounding and thus easily memorable URI

HTTP URIs verifies whether resources have identifiers that can be used as Web URLs

Dataset Metadata verifies whether dataset metadata is provided

the Schema Completeness quality score function f2 :
P(V)→ R is computed as follows:

f2(V) =
|V |re f col∑

δ ∈RDB
|δ|col

(8)

Again it has to be noted that these two metrics
should not be regarded as ‘hard’ measures for data
quality but should give some feedback on how well a
given view definition makes use of the data contained
in a relational database.

Another issue that might not be a real error but a
hint at erroneous mappings is the consistent usage of
datatypes. In the RDB2RDF context inhomogeneous
datatypes may occur if different view definitions use
the same property but apply conflicting types to the
properties’ values. This might be an indicator of a typo
or copy-and-paste error. The corresponding metric is
given as follows:

Metric 3 (Homogeneous Datatypes) The metric as-
sessing the homogeneity of the datatypes of property
values, is a dataset metric. Given a dataset D ∈ D the

following set is created to track occurrences of prop-
erties and their value types:

M =
⋃
t∈D

{
(r, type)

∣∣∣∣∣∣ r = p(t) ∧ o(t) ∈ L ∧
o(t) is of type ‘type’

}
(9)

The function f̂3 : R → R determining the quality score
of a predicate r ∈ R is then defined as follows:

f̂3(r) =

0 if

∣∣∣∣∣∣
{

(rM , type)

∣∣∣∣∣∣ (rM , type) ∈ M∧
r = rM

}∣∣∣∣∣∣ > 1

1 otherwise
(10)

Note, that even though this metric is a dataset metric
its quality score function is given for an input resource
r ∈ R for brevity.

The Preserved Functional Attributes metric, de-
scribed in the following, checks whether RDF prop-
erties derived from functional relational attributes are
declared appropriately. The idea behind this metric is
that whenever RDF resources or literals are generated
using functional relational attributes from the under-
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lying database, their characteristic of being functional
sould be reflected somehow in RDF. This is usually
done assigning the owl:FunctionalProperty type to
the respecting RDF property. Even though this metric
has a view scope, the function determining the corre-
sponding quality score is defined here for quad input
for brevity.

Metric 4 (Preserved Functional Attributes) The met-
ric assessing the preservation of relational attributes’
characteristics of being functional is a view metric.
Given a set of view definitions V ⊂ V, the set of
quad object variables, whose term constructors refer
to functional columns of the underlying relational ta-
ble, can be defined as follows:

Q f unc =
⋃
vi∈V


no

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

w ∈ quads(vi) ∧
ns = s(w) ∧ no = o(w) ∧

ns ∈ Q ∧ no ∈ Q ∧

∃Γ


tc = term constr(ns) ∧

Γ ⊆ cols(tc) ∧
Γ is primary key
of the underlying
relational table




(11)

Q f unc then contains all quad variables on object posi-
tion that should be declared functional via the appro-
priate type of the corresponding property. The function
f̂4 : N × N × N → R assigning a quality score to a
quad w ∈ quads(vi) of a view definition vi ∈ V is given
as

f̂4(w) =


0 if

o(w) ∈ Q f unc ∧

@w f


w f ∈

⋃
vi∈V quads(vi) ∧

s(w f ) = p(w) ∧
p(w f ) = rdf:type ∧

o(w f ) =

owl:FunctionalProperty


1 otherwise

(12)

To build a web of data, the linking between different
datasets is of crucial importance. This is also reflected
in the Linked Data principles10 and guidelines [11].
Thus, to provide a high quality RDB2RDF mapping,
an adequate portion of interlinks should be contained.
This is assessed by the following metric.

Metric 5 (External Same-as Links) The metric as-
sessing the amount of statements expressing that a lo-

10http://www.w3.org/DesignIssues/LinkedData.html

cal and an external identifier refer to the same re-
source, is a dataset metric. Given a dataset D ∈ D and
the set of local resources Rlocal with

Rlocal =
⋃
t∈D

r

∣∣∣∣∣∣∣∣∣
r ∈

(
s(t) ∪ p(t) ∪ o(t)

)
∩ R ∧

the string representation of r’s
URI starts with a local prefix

 (13)

a triple t ∈ D is considered as external same-as link if

– s(t) ∈ Rlocal ∧ p(t) = owl:sameAs ∧o(t) < Rlocal, or
– s(t) < Rlocal ∧ p(t) = owl:sameAs ∧o(t) ∈ Rlocal .

The number of external same-as links of D is expressed
with |D|ext sa. The quality score function f5 : D → R is
defined as

f5(D) =
|D|ext sa

|D|
(14)

When modeling RDF data by means of RDB2RDF
techniques there are general statistics that might be
helpful to get feedback with regards to the current state
of the resulting dataset as well as tracking develop-
ments over time. Two statistical values that are intro-
duced in the following are the coverage with respect
to the level of detail of a dataset and with respect to
its scope. As introduced in [6], these characteristics
reflect the aim of providing enough properties to de-
scribe resources in detail, and of having enough of
these resources to cover the considered domain. Ac-
cordingly, if a dataset contains only few distinct RDF
properties, its coverage with respect to the level of de-
tail is low. On the other hand, if there are actually only
few instances described in the dataset the scope cov-
erage is considered to be bad. Thus, both aspects are
contradictory in the sense, that a dataset can not have a
perfect scope coverage and detail coverage at the same
time. Instead, increasing one of them lowers the other
one. The corresponding metrics are defined as follows:

Metric 6 (Coverage (Detail)) The metric assessing
the coverage of a dataset with respect to its level of de-
tail is a dataset metric. For a dataset D ∈ D this cov-
erage is given as the ratio of the number of properties
actually in use

|D|prop = |p(D)| (15)

and the number of triples |D|.

http://www.w3.org/DesignIssues/LinkedData.html
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The quality score function f6 : D → R for an input
dataset D is defined as follows:

f6(D) =
|D|prop

|D|
(16)

Metric 7 (Coverage (Scope)) The metric assessing
the coverage of a dataset with regards to its scope is a
dataset metric. For a dataset D ∈ D this coverage is
given as the ratio of the number of instances |D|inst (as
introduced in Metric 1), and the number of triples |D|.
The quality score function f7 : D → R for an input
dataset D is defined as follows:

f7(D) =
|D|inst

|D|
(17)

7. Implementation and Evaluation

This section covers implementation and application
concerns of our assessment approach. After a brief in-
troduction of our software prototype, we discuss the
results of practical assessment runs.

The R2RLint tool is the software prototype imple-
menting our proposed methodology and metrics for
RDB2RDF mappings defined in the Sparqlification
Mapping Language (SML)11 [29]. The tool is intended
to support RDB2RDF mapping authors giving feed-
back about the data quality of the resulting RDF data
and pointing out directions for improvement. R2RLint
is written in Java and designed as a command line
tool, aligned with the requirements for quality eval-
uation frameworks [19,3]. Due to the decoupling of
the assessment runner, the overall assessment config-
uration and the actual metrics, the tool allows users
to customize the overall assessment by defining which
metrics to apply with which thresholds. Even though
R2RLint is equipped with 43 metrics, the framework
is designed to be easily extensible with own metric im-
plementations. Providing clear interfaces and utilizing
technologies of the Spring framework12, no explicit
wiring and deeper insights into the actual framework
are necessary.

Our prototype currently lacks complete SQL query
parsing and evaluation support which affects five of our
metrics. This means that a view definition might not

11Please note that the mapping model introduced in Section 4 is
generic enough to also support R2RML.

12http://projects.spring.io/spring-framework/

be assessed in case it refers to a logical table defined
by an SQL query. All evaluation results that might be
influenced by this shortcoming were marked accord-
ingly.

R2RLint is provided as free software13. The tool
was used for the practical assessment runs, described
in the following.

To use our framework in real world assessments
we chose three different datasets generated applying
RDB2RDF techniques. The first data source under as-
sessment is part of the LinkedGeoData [28] project,
which is the RDF version of OpenStreetMap14. Linked-
GeoData provides spatial data stemming from crowd-
sourced user input covering the entire globe. Since
the amount of data is far too much to be assessed
as a whole, only a small portion of LinkedGeoData
was chosen for evaluation. This portion was created
using the OpenStreetMap database snapshot for the
smallest of Germany’s federal states, Bremen. Even
though the RDF dataset of Bremen is just a small
portion of the whole dataset provided by the project,
it is referred to as LinkedGeoData in the following
for brevity. The dataset was chosen as a medium size
dataset with RDB2RDF mapping definitions that are
expected to have high quality as the dataset is main-
tained for several years and backed by GeoKnow15, a
research project aiming at connecting heterogeneous
spatial data with Semantic Web technologies.

The second dataset that was evaluated is an RDF
version of the English part of the Leipzig Corpora Col-
lection (LCC) provided by the Wortschatz project of
the University of Leipzig16. The dataset contains per-
language statistics about co-occurrences of different
words stemming from different corpora, e.g. Wikipedia
pages or news sites. It was generated ad-hoc to support
the creation of multilingual Linked Open Data appli-
cations at the Multilingual Linked Open Data for En-
terprises (MLOD) conference 201217. Being an ad-hoc
attempt, created for a very limited purpose, the map-
ping is expected to be of poor quality. It does not con-
tain much ontological structures, but merely the core
statistics. The RDF data was generated using the 10K
version of a tab-separated values (TSV) dump18 hold-

13https://github.com/AKSW/R2RLint
14http://openstreetmap.org
15http://geoknow.eu
16http://corpora.uni-leipzig.de
17http://sabre2012.infai.org/mlode
18http://corpora.uni-leipzig.de/downloads/eng_

wikipedia_2010_10K-text.tar.gz

http://projects.spring.io/spring-framework/
https://github.com/AKSW/R2RLint
http://openstreetmap.org
http://geoknow.eu
http://corpora.uni-leipzig.de
http://sabre2012.infai.org/mlode
http://corpora.uni-leipzig.de/downloads/eng_wikipedia_2010_10K-text.tar.gz
http://corpora.uni-leipzig.de/downloads/eng_wikipedia_2010_10K-text.tar.gz
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Table 4

Assessment results aggregated by dimension. The left part of the table contains the average value of all the dimensions’ metrics results for metrics
yielding quality scores that can be compared amongst the datasets. The right part of the table shows the average number of violations per 100,000
triples of the dimension’s metrics for metrics with a binary score that either documents a violation (0) or not (1). For the values marked with ∗

not all metrics of the given dimension were evaluated. Dimensions marked with † contain metrics that might be affected by implementation
limitations of the R2RLint prototype described in Section 7.
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LinkedGeoData 0.9071 0.9800 0.0440 0.4850 0.2559 0.00 67.20 1,497.12 4,910.04 7.33 0.00 2,663.26

LCC (Eng) 0.8007 0.9633 0.0000 0.1900 0.1667 17.82 0.06 3,849.38 1.62 0.67 726.58 6,677.89

LinkedBrainz 0.3575 0.9733 0.0010 0.6300 0.2500 121.54 0.00∗ 88.91 477.73 12.00 0.00 546.77

ing statistics of words and stemming from 10,000 sen-
tences of the English Wikipedia. The dataset is referred
to as LCC (Eng) in the following.

The last RDB2RDF mapping project under assess-
ment is LinkedBrainz which provides SPARQL ac-
cess to an RDF version of the MusicBrainz database.
Initially funded by the non-departmental public body
Jisc19, LinkedBrainz later became part of the EU-
CLID20 EU project. LinkedBrainz is now maintained
at the British Museum21. Accordingly, this dataset is
also expected to be of high quality.

The overall evaluation results are presented in Ta-
ble 4 and Figure 5. Table 4 shows the assessment out-
come grouped by quality dimension. On the left part
of the table the average quality scores are listed for
the dimensions’ metrics that return a continuous qual-
ity score. The right part shows the average number
of errors per 100.000 triples for the dimensions’ ‘bi-
nary’ metrics, i.e. metrics that report 0 if a quality de-
ficiency was detected and 1 otherwise. Figure 5 shows
a graphical comparison of the three RDB2RDF map-
ping projects under assessment. The bars running from
left to right show the single metrics’ average quality
scores with continuous output and the bars in pale col-
ors running from right to left represent the number of
errors per 100.000 triples for binary metrics. The ver-
tical bars show the average score and average error
counts per 100.000 triples per dimension, respectively.
Error counts were scaled to the range [0, 1] per dimen-
sion, i.e. the corresponding bars are not comparable
amongst different quality dimensions.

19http://jisc.ac.uk/
20http://euclid-project.eu
21http://www.britishmuseum.org/

The comparison overview graph shows a diverse re-
sult supporting the claim that (data) quality has many
different facets that make it unlikely to generate allover
high quality RDB2RDF data. Moreover there are cases
where characteristics that are considered bad in one
quality dimensions may lead to a better quality in an-
other dimension. This becomes more obvious when
considering the LCC (Eng) dataset. Since it does not
contain much ontological information and lacks type
definitions, its interpretability scores are quite low, as
expected. However this missing information also led to
quite good results in the consistency dimension since
no ontological violations could be found.

In the following, we discuss single evaluation re-
sults of the overall assessment run more deeply. Due to
space limitations, we only highlight results that show
significant characteristics of the datasets under assess-
ment.

With regards to the availability dimension, the deref-
erenceability of generated URIs was evaluated. The
most non-dereferenceable URIs were found in the
LinkedBrainz dataset. These mainly comprise Discogs
URLs like http://www.discogs.com/artist/AC%
2FDC. Even though they can all be looked up in a
browser, trying to retrieve them via the correspond-
ing Java libraries or curl command line queries with-
out providing a User-Agent HTTP header resulted in a
response ‘500 Internal Server Error’. Further derefer-
enceability issues arose for owl:sameAs links to differ-
ent DBpedia datasets.

The evaluation of the completeness domain showed
that the LinkedBrainz and LCC (Eng) datasets have
a low interlinking completeness. With the Property
Completeness metric a view definition of the Linked-
Brainz RDB2RDF mappings could be detected, which

http://jisc.ac.uk/
http://euclid-project.eu
http://www.britishmuseum.org/
http://www.discogs.com/artist/AC%2FDC
http://www.discogs.com/artist/AC%2FDC
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HTTP URIs
Dataset Metadata

0 1

Fig. 5. Comparison of the assessment results of the LinkedGeoData
(red), LCC (yellow) and LinkedBrainz (green) datasets by metric.

does not generate any triples. The different results of
the vocabulary completeness metrics show that only
very few vocabularies were modeled completely.

Regarding the conciseness dimension, an obvious
deficiency with respect to duplicate statements intro-
duced by RDB2RDF mappings could be detected for
the LinkedBrainz dataset. The value of 0.04 evaluated
for one view definition showed that a lot of duplicate
triples were introduced. In fact, this could be traced
back to an erroneous mapping, referring to a wrong re-
lational column.

With regards to the consistency dimension, viola-
tions could be observed in the LinkedGeoData dataset.
Evaluating RDFS and OWL ontology axioms under
a closed world and unique name assumption, as mo-
tivated in [16] or the research on the Pellet Integrity
Constraint Validator22, these axioms can be interpreted
as constraints that must hold. The LinkedGeoData
contained violations of such constraints for different
property range axioms and the ranges of object and
datatype properties. Besides this, no further violations
were found. In some cases, this can be attributed to
rather poor ontologies, where not many of such con-
sistency restrictions can be derived from, as in the case
of the LCC (Eng) dataset.

Moreover, LinkedGeoData made statements about
external resources from the http://sws.geonames.org/
and the DBpedia resource namespaces, which are thus
considered to be bad smells with regards to ontology
hijacking. Actual hijacking violations were also found,
since the LinkedGeoData dataset contained ontologi-
cal re-definitions concerning the foaf:mbox property.
However, it has to be noted that only one of these four
statements differs from the original definitions of the
FOAF vocabulary.

The assessment results showed that the scores of the
metric assessing the usage of owl:sameAs links differ
considerably. LinkedGeoData is better interlinked than
LinkedBrainz, and LCC (Eng) only provides a very
small portion of owl:sameAs links.

With regards to their interoperability, the Linked-
GeoData and the LinkedBrainz datasets clearly out-
perform LCC (Eng). Whereas LinkedGeoData and
LinkedBrainz have a similar score for the term reuse,
LinkedBrainz has the more comprehensive vocabulary
reuse. For the LCC (Eng) dataset we manually looked
for suitable vocabulary candidates to improve its vo-
cabulary reuse score. Using the local names of their

22http://clarkparsia.com/pellet/icv/

http://clarkparsia.com/pellet/icv/
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URIs, we queried the LODStats23 [4] website for alter-
natives to the classes and properties, not being reused.
With this strategy, we could find four vocabulary can-
didates, that could be reused and hence could increase
the reuse score significantly.

For the interpretability dimension an obvious qual-
ity deficiency was detected with regards to the typing
and the provision of an ontological context for classes
and properties in the LCC (Eng) dataset. More specif-
ically, for a considerable portion of the resources it is
not clear, whether they are instances, classes or proper-
ties. As already noted, this further impacts other met-
rics like those of the consistency dimension. Besides
this, since some metrics use the number of instances
the missing type statements might also influence the
results of these metrics.

Besides this, it could be detected that in Linked-
Brainz certain resources are not typed. The resources
that are explicitly excluded from the type assignments
in the RDB2RDF mappings are MusicBrainz release
events that are not dated with a year, month and day.
Nonetheless, since the LinkedBrainz RDB2RDF map-
pings also generate release event resources, that are
just dated with a year or a year and month, this seems
to be an error, especially because all other introduced
resources are typed.24 Another significant error pattern
was detected for the LinkedGeoData mappings. There,
the first container member is declared using the con-
tainer membership property rdf: 0 instead of rdf: 1.

The only performance aspect considered relevant for
the assessment of RDB2RDF mappings was the intro-
duction of local hash URIs. With respect to the view
that hash URIs should be avoided, the LinkedBrainz
dataset would be of bad quality, since all local URIs are
designed to contain the hash sign. Nonetheless, nearly
all of them have the fixed fraction part # . Thus, there
are usually no two resources sharing a non-fraction
part. Accordingly, the argumentation, that hash URIs
would harm the performance does not hold in this case.

The assessment of the representational conciseness
dimension, also checking whether short and query
parameter-free URIs are introduced, showed that only
a smaller portion of the very long URIs can be at-
tributed to a bad URI design. Instead many of the
URIs considered as violation are overly long since
they completely consist of special characters, being
percent-encoded. In these cases one single letter had to

23http://stats.lod2.eu
24It has to be noted that this error was fixed by the mapping au-

thors during our evaluation.

be encoded by at least three characters, which led to
long URIs. In this regard, resource identifiers based on
characters from writing systems not allowed in URIs,
have a clear disadvantage. The only exception, where
URIs were considerably long by design was given in
the RDB2RDF mappings of the LinkedBrainz dataset.
There, URIs were generated that hold two UUID25

strings, each having 36 characters. Besides this the
LinkedGeoData mappings make use of a consider-
able amount of RDF container statements, e.g. to ex-
press paths and polygons. Since container statements
are considered as ‘prolix features’ in some literature
sources [13] a bad quality score was reported in this
respect. Apart from this LinkedGeoData also provides
geolocation geometries in the GADM-RDF withinRe-
gion format26 which holds latitude and longitude val-
ues in query parameters.

The metrics assessing the semantic accuracy of
RDB2RDF mappings all refer to certain characteris-
tics of the relational schema definitions of the under-
lying database. Our assessment results showed a con-
siderable number of inaccuracies in this regard. This
means, that there was certain semantic information
contained in the corresponding relational databases,
that was not considered in the RDB2RDF mappings
under assessment. This can be attributed to the circum-
stance that gathering all these (partly implicit) rela-
tional constraints is rather cumbersome if it is done by
hand.

Analyzing the assessment results revealed 6 defi-
ciencies that were clear mapping errors. These caused
more than 850,000 violations in total, but could be
fixed with little effort and time. Usually, the actual cor-
rections are simply updating certain parts of term con-
structor expressions or changing relational queries.

8. Conclusions and Future Work

In this article a methodology for RDB2RDF qual-
ity assessments was developed and an overview of di-
mensions to consider was given. Moreover a formal-
ism was proposed and used to define metrics exem-
plarily. Besides these formal and conceptual consider-
ations, a software implementation was used to actually
run quality assessments on real world datasets. The
evaluation of the assessment results showed detailed

25http://www.opengroup.org/dce/info/

draft-leach-uuids-guids-01.txt
26http://gadm.geovocab.org/

http://stats.lod2.eu
http://www.opengroup.org/dce/info/draft-leach-uuids-guids-01.txt
http://www.opengroup.org/dce/info/draft-leach-uuids-guids-01.txt
http://gadm.geovocab.org/
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quality characteristics of RDB2RDF mapping projects
allowing targeted updates to improve data quality.

Apart from this, the developed software prototype
showed directions for improvements. One issue is that
currently the only implemented, practically relevant
assessment sink writes the quality scores and the cor-
responding metadata to a relational database using a
quite complex database schema. To improve the explo-
ration options, in future work further assessment sinks
will be implemented, e.g. providing results as RDF
data cube27.

Another shortcoming at this time is the lack of SQL
parsing support which will be added soon. A further
drawback was that the computation of some metrics
took impractically long time or was not feasible at all
due to memory shortages. This scalability problem oc-
curred mainly during the computation of metrics re-
quiring dataset scope. Thus, one future task will be
to put effort into the transformation of dataset metrics
into view metrics and using sampled or surrogate data
inferred from the relational schema.

Besides the actual assessment of existing mapping
definitions, the prototype could also be extended to
make mapping suggestions, which improve the over-
all quality. These suggestions comprise e.g. mapping
rules to accurately model relational schema constraints
in RDF, and proposed vocabularies to improve the vo-
cabulary reuse. Thus, a further vision would be to use
the R2RLint reference implementation as back-end for
an RDB2RDF editing workbench, which interactively
guides RDB2RDF mapping authors to optimize the
mappings quality.

Generally, we believe to have made a step to-
wards proper formalisation of RDF quality assess-
ment, which plays a crucial role in academic and
industrial use of RDF data. While we focused on
RDB2RDF mappings, many concepts and metrics are
applicable to general RDF quality assessment.
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